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Abstract: Due to the complexity and unique features of the hydroacoustic channel, ship-radiated
noise (SRN) detected using a passive sonar tends mostly to distort. SRN feature extraction has been
proposed to improve the detected passive sonar signal. Unfortunately, the current methods used
in SRN feature extraction have many shortcomings. Considering this, in this paper we propose a
new multi-stage feature extraction approach to enhance the current SRN feature extractions based
on enhanced variational mode decomposition (EVMD), weighted permutation entropy (WPE), local
tangent space alignment (LTSA), and particle swarm optimization-based support vector machine
(PSO-SVM). In the proposed method, first, we enhance the decomposition operation of the conven-
tional VMD by decomposing the SRN signal into a finite group of intrinsic mode functions (IMFs)
and then calculate the WPE of each IMF. Then, the high-dimensional features obtained are reduced
to two-dimensional ones by using the LTSA method. Finally, the feature vectors are fed into the
PSO-SVM multi-class classifier to realize the classification of different types of SRN sample. The
simulation and experimental results demonstrate that the recognition rate of the proposed method
overcomes the conventional SRN feature extraction methods, and it has a recognition rate of up
to 96.6667%.

Keywords: ship-radiated noise; variational mode decomposition; weighted permutation entropy;
local tangent space alignment

1. Introduction

Ships are playing an increasingly important role in many military and civilian ap-
plications. For example, in military field applications, an effective prediction for enemy
ships helps us to take the correct action and activate our countermeasure to avoid enemy
attacks and defeat them. For civilian applications, a logical comprehensive analysis of
different port noise, including ship-radiated noise (SRN) can help researchers support the
reproduction of marine life [1]. For improving the passive sonar operation in ship appli-
cations, SNR feature extraction has been proposed [1]. However, marine environmental
diversity provides a rich noise environment, and that increases the difficulty of extracting
features reflecting the intrinsic characteristics of the ships [1]. In recent years, studies of the
SRN feature extraction have increased. Unfortunately, the current SRN feature extraction
schemes have many drawbacks. For example, Fourier transform (FT) [1] is only useful
in only estimating the signal spectral information, but it is unsuccessful at time-varying
representation. To address this drawback, short-time Fourier transform (STFT) has been
proposed to indicate the time-varying signal traits. However, a fixed STFT window width
makes STFT unable to consider good representation for the time domain and frequency
domain at the same time [1]. To overcome the STFT drawbacks wavelet transform (WT)
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has been proposed by using the unfixed length of the window) [2]. The time-frequency
decomposition is improved based on WT, but the wavelet basis function and decomposition
layers are required to be set in advance, which practically limits the further application for
WT in practice.

Empirical mode decomposition (EMD) has been proposed in [3], to decompose the
signal into a group of limited intrinsic mode functions (IMFs), the core of the Hilbert
transform (HT). The main purpose of the HT is to snaffle the component of the instanta-
neous frequency. Therefore, EMD can carefully and rapidly describe the instantaneous
frequency of multi-components, hence EMD is more suitable for analyzing non-linear and
non-stationary signals. However, the main EMD drawback is the mode mixing problem and
many researchers have tried hard to address this issue. To this end, the ensemble empirical
mode decomposition (EEMD) [4] has been offered as an amended EMD method [4]. EEMD
has been proposed to solve the mode mixing problem by adding Gaussian white noise
to the construed signal, and at the end averaging the obtained multiple decompositions
results to obtain the IMFs. However, EEMD introduces and has additional problems, firstly,
as, in the EMD, the EEMD decomposition results include residual components. Secondly,
due to the randomness of Gaussian white noise, the outcome of EEMD is diverse between
each decomposition time. Hence, the EEMD lacks a solid mathematical foundation to be
distributed and widely accepted. Unlike the EMD and EEMD, variational mode decom-
position (VMD) has been proposed in [5], which assumes that each mode is concerning
a central frequency with restricted bandwidth. Thus, to obtain the center frequency and
bandwidth of each component, VMD constantly searches for the modes and center fre-
quency of each mode by using an alternating direction method of a multiplier, thereby
solving the variational problem. In recent years, many works tried to extend the current
EMD, EEMD, and VMD methods and applied these schemes in the fields of biomedical
engineering [6–9], mechanical fault diagnosis [10–12], and acoustic signal processing [13,14].
In [13], the VMD is firstly performed to decompose the SRN signal, and the permutation
entropy (PE) of each IMF with the highest energy is then extracted, achieving a recognition
rate of 94%. In [14,15] the VMD decomposition of the SRN signal was performed and the
fluctuation-based dispersion entropy (FDE) of each IMF was studied; the obtained IMF
with the smallest difference from the FDE of the prime signal was then chosen to describe
the raw signal with a recognition rate of 97.5%. In the EMD-EIMF-PE method proposed
in [16], the signal-dominant IMF by EMD was chosen based on the energy gauge, and
its PE was regarded as the feature parameter effectively distributing the SRN. Although
both [13,14] have high recognition rates, there are still flaws in these methods. The mode
VMD number has specified the EMD results in [13,14], which will certainly influence the
VMD decomposition accuracy. Since the pertinent studies failed to strictly obtain the VMD
model number, this paper suggests a new enhanced VMD (EVMD) method with the mode
number close to the variance of IMFs’ center frequency.

Entropy is an important indicator to measure the uncertainty of time series and can
consider the implicit system dynamics. When the system dynamics vary, the time series
complexity will be varied as well. PE [15] has been used in mechanical fault diagno-
sis [16], agricultural commodity analysis [17], financial sequence analysis [18] due to its fast
operation speed and excellent stability. Nevertheless, PE does not consider the case of neigh-
boring vectors having the same ordinal patterns with different amplitudes, which will lead
to the estimated value higher than the actual [19]. To this end, due to the preamble weights,
the weighted permutation entropy (WPE) [20] is further critical to the amplitude-coded
information in the signal and has outperformed the PE in combating the distortion caused
by noise. To the best of the authors’ knowledge, WPE has been widely used in uncertainty
measurements in many fields [21,22], but is rarely used in the SRN feature extraction.

With current computer technology development and the fast growth of data, it is of
great necessity to further process the original high-dimensional data. Feature extraction can
be divided into two parts; extracting the feature vectors can reflect the essence of analyzing
signals through suitable signal processing methods. The other is selecting an appropri-
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ate measure decreases algorithm to minimize the increases, and in that way support the
confession execution. Up to now, researchers have suggested different dimension relief
algorithms, such as principal component analysis (PCA) [23,24], independent component
analysis (ICA) [24], and linear discriminant analysis (LDA) [25]. PCA recognizes measure-
ment saving by realizing optimal variance without dropping the creative data. The PCA
and ICA are linear unsupervised dimension reduction algorithms. LDA is also a linear
projection method that achieves dimension reduction by making the most of the ratio of
the discrete matrix among classes and the discrete matrix within the class. Due to the SRN
non-linear characteristics, linear dimension reduction algorithms are scarce in removing
the intrinsic features of SRN signals. As a non-linear manifold learning algorithm, local
tangent space alignment (LTSA) has been extensively useful in dimension reduction, thanks
to its fast process speed and selfishness to selected parameters [26–29]. To the best of our
knowledge, there is no study combining EVMD, WPE, and LTSA to classify underwater
acoustic targets. Each method has its pros and cons, motivating us to combine all methods
to have the maximum benefits.

To that end, this paper puts forward a novel multistage feature extraction method
proposing an EVMD method and combining it with the WPE, and LTSA for SRN samples
classification. In this paper, the proposed EVMD method uses the variance of the IMFs’
center frequency to calculate the mode number of VMD and enhance its operation. Next,
the new EVMD algorithm is used to decompose the SRN signals plus calculate the WPE
of each IMF. Then high-dimensional features are reduced to two-dimensional ones by the
LTSA method. Finally, the feature vectors obtained are fed into the PSO-SVM multi-class
classifier to recognize the different types of SRN samples.

The structure of the paper is presented as follows: the fundamental theories of the
relevant algorithms are described in Section 2. In Section 3, the basic steps of the proposed
method are presented. Section 4 applies the proposed method to the analysis of simulated
signals. In Section 5, the proposed method is utilized for the feature extraction of SRN.
Finally, the paper is concluded in Section 6.

2. Basic Theory

In this section, the theories of the related methods such as VMD, PE, WPE, and LTSA
will be presented.

2.1. Variational Mode Decomposition (VMD)

The VMD defines the IMF in the function of the instantaneous amplitude Amk(t) and
phase Phk(t) as an amplitude-modulated-frequency-modulated (AM-FM) signal, given
as below:

Ik(t) = Amk(t) cos(Phk(t)) (1)

where the change of the Amk(t) and
.

Phk(t) are slower than Phk(t). Each Ik(t) is com-
pacted around a respective center frequency with limited bandwidth obtained by Gaussian
smoothing demodulation. In the VMD algorithm, decomposing the raw signal s(t) into a
finite group of IMFs to find the variational problem can be expressed as follows:

min︸︷︷︸
{Ik , fk}

{
∑
k
||∂ t

[(
δ(t) +

j
πt

)
∗ Ik(t)

]
e−j2π fkt||22

}
, s.t. ∑

k
Ik = s(t) (2)

where ∂t, δ(t) and fk represent the partial derivative, impulse function, and center frequency
of Ik(t), respectively. The constrained variation problem in Equation (2) is addressed using
the quadratic penalty term and the Lagrange multipliers below:

L({Ik}, { fk}, λ) = α ∑
k
||∂ t

[(
∂t +

j
πt

)
∗ Ik(t)

]
e−j2π fkt||22 + ||s(t) −∑

k
Ik(t)||22 + λ(t), s(t)−∑

k
Ik(t) (3)
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where α and λ denote the penalty factor and Lagrange multiplier, respectively. In+1
k , f n+1

k
and λn+1 are updated as follows:

În+1
k ( f ) =

ŝ( f )−∑i 6=k Îi( f ) + λ̂( f )
2

1 + 2α( f − fk)
2 (4)

f n+1
k =

∫ ∞
0 2π f

∣∣ Îk( f )
∣∣2d f∫ ∞

0

∣∣ Îk( f )
∣∣2d f

(5)

λ̂n+1( f ) = λ̂n( f ) + ε(ŝ( f )−∑
k

În+1
k ( f )) (6)

where ε represents the update parameter. In this method, the stop condition is given by:

∑
k
|| În+1

k − În
k ||

2
2/|| În

k ||
2
2 < a (7)

where a denotes the convergence accuracy. The VMD algorithm can be summarized in:
(1) initialize

{
Î1
k
}

,
{

f 1
k
}

, λ̂1 and n = 0; (2) update the values of
{

În+1
k

}
,
{

f n+1
k

}
and λ̂n+1

based on Equations (4)–(6); (3) check the covariance condition based on Equation (7), and
the details about the VMD algorithm are published in [5].

2.2. Permutation Entropy (PE)

PE [15] can not only characterize the randomness of the time series but also detect
its dynamic changes. In addition, PE does not consider the amplitude value, but only
compares the neighboring values, which makes its operation speed faster. For the given
time series x =

{
xj
}N

j=1, the PE can be reconstructed as:

Xi = {x(i), x(i + τ), · · · , x(i + (m− 1)τ)}, i = 1, 2, · · · , N − (m− 1)τ (8)

where m is the embedding dimension, τ is the time delay and i = 1, 2, · · · , N − (m− 1)τ.
The elements in Xi can be rearranged in increasing order as:

x(i + (j1 − 1)τ) ≤ x(i + (j2 − 1)τ) ≤ x(i + (jm − 1)τ) (9)

If two of the rearranged elements are equal, then,

x(i + (j1 − 1)τ) = x(i + (j2 − 1)τ) (10)

hence, the new order can be denoted as:

x(i + (j1 − 1)τ) ≤ x(i + (j2 − 1)τ)(j1 ≤ j2) (11)

Therefore, the symbols group can be obtained as:

S(g) = (j1, j2, · · · , jm) (12)

where S(g) represents one of m! symbol sequences in phase space, g = 1, 2, · · · , k, and
k ≤ m!. If the probability distribution of the symbol sequence is P1, P2 · · · , Pk, for conver-
gence, the normalized PE is defined as follows:

Hp(m) = −(ln(m!))−1
k

∑
g=1

Pg ln
(

Pg
)

(13)
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From Equation (13), we can observe that the value of PE ranges from 0 to 1. Hp
indicates the randomness of time sequence, a larger Hp value means higher complexity of
the time series; a smaller Hp value means lower uncertainty of the time series.

2.3. Weighted Permutation Entropy (WPE)

In the PE the neighboring vectors having the same ordinal patterns but with different
amplitude values are unreasonably ignored. The WPE [20] has been proposed to take
such a situation into account and overcome the PE shortcomings. In the WPE, forgiven
embedding dimension m and time delay τ, first, the weight wi of neighbouring vectors Xi
is calculated as:

wi =
m

∑
k=1

[
xj+(k−1)τ − Xm,τ

j

]2
(14)

Xm,τ
j =

1
m

m

∑
k=1

xj+(k−1)τ (15)

Then, the weighted relative frequency is calculated as:

pw
(
πm,τ

i
)
=

∑ j ≤ N
1u:type(u)=πi(Xm,τ

j )

∑ j ≤ N
1type(u)∈∏ (Xm,τ

j )wj

(16)

Finally, the WPE definition is described below:

Hw(m, τ) = − ∑
i:πm,τ

i ∈∏

pw
(
πm,τ

i
)

ln
(

pw
(
πm,τ

i
))

(17)

2.4. Local Tangent Space Alignment (LTSA)

Due to the advantages of insensitivity to parameter selection and fast operation, the
local tangent space alignment (LTSA) method has been widely used in dimension reduction
in multiple fields [29,30]. The basic idea of the LTSA algorithm is constructing the local
tangent space by using the sample neighborhood and mapping the coordinates of the local
tangent space corresponding to the global low-dimensional coordinates through the local
radiological transformation matrix. Given the data X = {x1, x1, · · · , xm} ⊂ RM×N , the
principle of LTSA can be briefly described as below:

(1) Determine the K nearest neighbors of xi to form the set of Xi, and centralize X̂i,

Xi = [xi,1, xi,2, · · · , xik] (18)

X̂i = Xi − xilT
k (19)

where xi =
1
k ∑k

j=1 xij and lk is a unit vector with dimension K.
(2) Calculate the eigenvalues and eigenvectors of a matrix X̂i by singular value decompo-

sition. The eigenvectors corresponding to the first d largest singular values are the
tangent space Hi.

θij = HT
i
(
xij − xi

)
(20)

(3) Construct the transformation matrix Li = θ+i , to retain as much information as
possible, and the following conditions must be met,

minµ(Y) = min
M

∑
i=1

∣∣∣∣Yi

(
I − 1

k
llT
)
− Liθi

∣∣∣∣ (21)

where θ+i represents the generalized inverse matrix of θi, Yi represents the set of
nearest neighbors of Y after dimension reduction, that is, Yi = (yi1, yi2, · · · , yik).
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(4) Solve the optimization problem of Equation (21) by calculating the eigenvalues
and eigenvectors of the matrix, and then the embedding matrix Y can be obtained.
Equation (21) can be equivalent to the following equation:

minµ(Y) = min(YHW) = mintr
(

YHWT HTYT
)

, (22)


H = (H1, H2, · · · , HM)
W = diag (W1, W2, · · ·WM)

Wi =
(

I − 1
k llT

)(
I − θ+i θi

)
I = YYT

(23)

The low-dimensional embedding matrix Y can be obtained by calculating the eigen-
vectors corresponding to the second to d-th smallest eigenvalues of the alignment matrix B
and it can be calculated as:

B = HWWT HT (24)

3. Proposed Feature Extraction Method Based on Enhanced Variational Mode
Decomposition (EVMD), Weighted Permutation Entropy (WPE), and Local Tangent
Space Alignment (LTSA)

In Section 2 the details of the basic theories of VMD, WPE, and LTSA are presented.
However, the model number of VMD needs to be determined in advance, so this paper
proposes the EVMD for SRN signal processing. A multi-stage feature extraction method
fully inheriting the advantages of EVMD, WPE, and LTSA is proposed in this paper. The
flowchart of the proposed method is shown in Figure 1. The main steps of the proposed
method can be summarized as follows:

(1) Based on the center frequency of the intrinsic mode functions, the variational mode
decomposition mode number K will be calculated firstly.

(2) The VMD algorithm based on the optimum mode number K obtained in the first step
is applied to the decomposition of the SRN signals.

(3) The WPE of each IMF by EVMD is then calculated.
(4) The feature vectors obtained will be randomly divided into two groups, the first group

represent the training data used in classification information while the second one is
used for evaluating the testing data and measuring its ability for classification.

(5) Definitively, PSO-SVM multiclass classifier uses the analysis data that are recognized
and detects the underwater acoustic object.

To extract features of SRN, this paper classifies three types of SRN using a combination
of VMD, WPE, LTSA, and PSO-SVM multi-class classifier. In the proposed method, the
VMD mode number range is first set according to the EEMD decomposition results, and the
variance of the IMFs’ center frequency after each decomposition is calculated. The mode
number corresponding to the maximum variance is used as an optimum value for VMD.
Then, VMD is performed on three SRN signal types. The WPE value of each IMF for each
VMD decomposition is calculated. The high-dimensional features obtained are reduced to
be two-dimensional features using LTSA. Finally, the obtained feature vectors are input to
the PSO-SVM multi-class classifier to achieve classification and recognition of the samples.
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4. Simulation Signals Analysis
4.1. Analysis of Simulated Signals Based on EVMD

In this paper, as the SRN signals contain the rich line spectral components, the simu-
lated signals composed of the single-frequency components are introduced. In addition,
the simulated signals are feasible as long as they satisfy the measurement signal conditions
explained in [12], namely, their frequency interval should not be too small (like 1 Hz, 2 Hz,
and 3 Hz). Following the same restriction conditions of [12] and verifying the effectiveness
and feasibility of the proposed EVMD method. The simulated signals used in this paper
are as follows: 

f1(t) = cos(10πt)
f2(t) = cos(60πt)
f3(t) = cos(110πt)
f (t) = f1(t) + f2(t) + f3(t) + η

(25)

where the data length is set to be 5000 with a sampling frequency of 1 kHz and η denotes
the Gaussian white noise with CN (0, 0.5).

Following the literature [5], before performing the VMD algorithm, the model number
K needs to be adjusted, which serves as a main factor affecting the VMD performance.
Other parameters are set as constants, namely the balancing parameter of the data-fidelity
constraint is α = 2000, the convergence tolerance level is tol = 1 × 10−7 and the update
mode of the center frequency is init = 0, 1, 2 for center frequency iterated with 0, uniform
distribution, or randomly. Too-large a K will lead to the occurrence of over-decomposition,
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which means undesirable spurious components will be generated during the decomposition
process; too-small a K will cause under-decomposition, which discards some IMFs carrying
useful information during the decomposition process. Hence, a properly chosen K value
is crucial to the VMD method. Although the VMD method in [13,14] can successfully
decompose the SRN signals to some extent, the method for determining the mode number
of VMD has not been reasonably demonstrated, making it unacceptable scientifically. In
general, the mode number of VMD will not be greater than the mode number of EMD
and EEMD, so conventional EMD and EEMD methods are first employed to analyze the
simulated signals above. Figure 2 shows the decomposition results and the time domain
waveforms of the simulated signals.
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Figure 2, show modeled indicator decomposed by using the EMD, one remaining
part is obtained in addition to 10 IMFs. While in the EEMD decomposed method there
are one remaining part and 10 IMFs, and they are separated. Hence, based on setting
the variables for the mode number range to be (2 ∼ 12), and following calculation of
every decomposition IMFs’ center frequency, the good mode number K has the maximum
variance which maximizes the IMFs center frequency difference. Figure 3, shows the IMFs’
center frequency at different mode number K when the VMD decomposing method is used,
and Figure 3 shows that K = 9 is the best choice.
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Figure 3. The variance curve of intrinsic mode functions (IMFs) center frequency with mode number
K after simulated signals decomposition using variational mode decomposition (VMD).

When the mode number K is set to be more than the good, estimated value K = 9,
the variance begins to reduce and that shows irrelevant variation among the IMFs’ center
frequency and the existence of the done decomposition. Figure 4, shows the decompo-
sition results of the modeled signals based on the EVMD procedure. The IMFs’ center
frequency distribution at different mode numbers K are listed in Table 1. Table 1 shows
how components are unseparated for K = (2 ∼ 6), and for K ≥ 7 the modeled signal is
separated. For K = (10 ∼ 12) further false components are created to recognize the split of
the modeled signals.
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Table 1. The mode number corresponding to the distribution of IMF’s center frequency by VMD.

K Center Frequency/Hz

2 7.79 52.50
3 7.77 52.50 310.22
4 7.73 52.51 193.88 358.92
5 7.71 52.52 178.13 306.10 429.27
6 7.63 52.53 132.93 231.63 325.67 438.33
7 5.04 55.14 30.02 178.15 281.03 365.89 468.10
8 5.04 55.12 30.02 150.48 230.17 304.96 377.06 470.06
9 5.04 55.11 30.02 133.53 202.41 280.99 349.96 413.83 476.09

10 5.04 55.09 30.01 122.45 181.76 240.15 300.08 359.29 418.56 477.08
11 5.03 55.09 30.01 118.11 173.42 227.27 276.65 321.81 369.88 424.40 478.29
12 5.03 55.05 30.01 99.61 146.79 192.70 237.79 283.66 325.96 372.20 425.66 468.56

Based on the analysis above, the proposed EVMD method using the variance of the
IMFs’ center frequency is feasible in calculating the mode number of VMD. To further
verify this method in the VMD algorithm, the VMD method in [4,20] is also introduced for
comparison. The correlation coefficients between the corresponding IMF and simulated
signals are calculated and the results are listed in Table 2. As shown in Table 2, the
corresponding three components of the proposed EVMD have the highest correlation
coefficients with the simulated signals, and its decomposition performance is significantly
better than the conventional methods of the EMD, EEMD, and VMD. This confirms the
validity and feasibility of the method proposed in this paper for determining the VMD
mode number.

Table 2. Correlation coefficients between corresponding IMF with simulated signals.

EMD EEMD VMD EVMD

f 1 IMF6: 0.9244 IMF7: 0.9665 IMF1: 0.9938 IMF1: 0.9944
f 2 IMF4: 0.8959 IMF5: 0.9806 IMF3: 0.9914 IMF3: 0.9925
f 3 IMF3: 0.8875 IMF4: 0.9460 IMF2: 0.9872 IMF2: 0.9880

4.2. Analysis of the Properties Concerning Weighted Permutation Entropy (WPE) and
Permutation Entropy (PE)

According to the basic principles of WPE and PE explained in Section 2, when the
signal is mutated, it is difficult for PE to detect this state, while WPE should be more
sensitive to this mutation. To validate the conjecture, we generate a standard Gaussian
white noise series with a length of 5000. As the pulse series means a larger fluctuation, we
add the pulse series to these Gaussian white noise series. As in [31], the time delay and
the embedding dimension are set as 1 and 6, respectively. The PE and WPE are calculated
using a window function with a length of 500 and a sliding step of 50. The time-domain
waveforms of the Gaussian white noise series and the signal plus additive pulse series are
shown in Figure 5. The results of the calculated entropy are shown in Figure 6.

As shown in Figure 6, the WPE values of two signals of the SRN are smaller than the
corresponding PE ones. This indicates how Gaussian white noise has a higher complexity
and contains more information. There is no difference in the PE of the two signals in the
pulse region, which means the inability of PE to distinguish between these two signals.
This can be attributed to the neglect of the amplitude difference between neighboring
vectors having the same ordinal patterns in PE calculation. As a result, PE performs poorly
in effectively detecting fluctuations caused by noise. In contrast, the WPE value of the
signal after superimposed pulses decreases significantly in the pulse region, indicating
that the WPE can effectively detect the amplitude-encoded information contained in the
signal due to the introduction of weights, which outperforms the PE in noise detection and
fluctuation observation.
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For further comparison between the performance of the PE and WPE, 50 1/f noise
samples with a length of 500 are generated and the pulse series is superimposed on the raw
1/f noise series. For a fair comparison, PE and WPE calculations concern the two signals.
The time-domain waveforms of the analyzed signals and the scatter plots of the calculation
results are given in Figures 7 and 8, respectively.
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As shown in the results, thanks to the good anti-noise ability of WPE, making the
estimated WPE value of the two signals is lower than the PE value. Also, sudden change
detection is a hard task in the PE method as it neglects the amplitude information. In
contrast, except for the significant difference in WPE values between the two signals, the
WPE fluctuation trends are more dramatic than PE. Larger fluctuation means stronger
discrimination ability. In short, the analysis of experimental results proves the advantages
of WPE over PE.
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5. Feature Extraction of Ship-Radiated Noise Based on the Proposed Method
5.1. Parameter Selection

The WPE calculation is dependent on the time delay τ and embedding dimension m.
If m is too small, the reconstructed sequence will contain less state information, and the
WPE algorithm cannot adequately detect the dynamic change of the time series. However,
larger m indicates that the time series is homogenized by the reconstructed phase space
and cannot detect the time series slight change. Also, if τ is too small, a strong correlation
will occur between different delay vector elements, resulting in information redundancy.
The phase space trajectory cannot be fully expanded when τ is too large. Therefore, such
parameters should be adjusted first before WPE calculation.

To study the influence of m and τ on PE and WPE, the three types of SRN are randomly
selected from the data set used in [32]. The samples were recorded on the Atlantic coast in
north-western Spain

(
42
◦

14′ N, 008
◦

43.4′ W
)

at a depth of 10 m. The sampling frequency
is 52.734 kHz and the data length is set to be 5000. The three types of SRN signals are
named class A, B, and C, respectively. Figure 9 shows the time-domain waveforms of the
normalized signals.
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As in [30], the PE and WPE of the three types of SRN signals are calculated under the
condition m = 3, 4, 5, 6, 7, and the time delay ranges from 1 to 20. The results are shown in
Figure 10. As seen in Figure 10, the class C SRN signal has the maximum entropy value
and thus the highest complexity.
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Figure 10. PE, WPE comparison of the three types of SRN under different embedding dimensions.

Thanks to the excellent anti-noise performance of WPE, the WPE value of the same
time series is less than the PE. WPE is more sensitive to the time delay compared to the
PE, as the PE fluctuates subtly with the time delay increasing. The WPE and PE begin to
separate when m = 6. However, when m is increased to 7, the computational complexity
will be increased without improving the accuracy of calculation results. Based on the results
obtained in Figure 10, a significant difference occurs between the WPE and PE when the
time delay is equal to 1. Therefore, in the proposed method when calculating the WPE
and PE, the delay and embedding dimensions are set to be 1 and 6, respectively. These
parameters are consistent with the recommendations given by [15,31]. The PE and WPE of
the signals versus the time delay are shown in Figure 11. As shown in Figure 11, the time
delay has a greater influence on PE and WPE in some ranges, while less in others as the
embedding dimension increases. Compared to PE, the trends of WPE fluctuate relatively
sharply, as the WPE is more sensitive to the pattern extracted from signals containing
amplitude information.
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5.2. Decomposition of Ship-Radiated Noise Using VMD

As described in Section 3, to calculate the VMD model number, the EEMD algorithm
is first employed to decompose the SRN signals. The decomposition results are presented
in Figure 12. Figure 12 shows that 12 IMFs and one residual component are obtained after
the EEMD of each type of SRN signal. For the sake of observation, K is set as (2 ∼ 15) to
calculate the variance of the IMFs’ center frequency. The results are given in Figure 13. It
can be observed from Figure 13 that the optimal K is 12, and when K is higher than 12, the
variance starts to decrease sharply, implying the occurrence of over-decomposition. The
decomposition results by EVMD are given in Figure 14.
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5.3. Classification of Ship-Radiated Noise (SRN)

In this section, the proposed method is applied to the SRN samples classification.
100 samples are randomly selected from each type of SRN sample and thus a total of
300 samples can be obtained. The EVMD is first performed to decompose these samples and
the WPE of each IMF is calculated. Figure 15 shows the WPE mean and standard deviation.
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Figure 15. The mean and standard deviation of WPE.

Figure 15 shows, when the mode is IMF3 or IMF4, that the three types of samples
can be distinguished, and the WPE values of class C samples are higher than that of the
other two classes. This can be due to the dynamic behavior changes at different signals.
Hence, WPE can effectively reflect the dynamic changes of the time series. However,
when the mode is IMF2, the class A and B samples cannot be identified; when IMF5, only
class A can be identified. In other modes, all three types of sample are indistinguishable.
Therefore, not every IMF can fully characterize the raw SRN signal after the proposed
EVMD decomposition. The results can be attributed to two points.

Firstly, due to the pollution of marine environmental noise, some IMFs belong to noise
or noise-dominant components. Secondly, the occurrence of over-decomposition in the
VMD algorithm allows different IMFs to share the same spectrum information. In this way,
the dimension reduction algorithms are introduced to avoid dimensional disasters, thus
preparing for the classification below. Next, the PCA, MDS, LLE, and LTSA methods are
utilized for the low-dimensional feature extraction. The number of neighboring points and
the target dimension are set as 15 and 2, respectively. The results are given in Figure 16. As
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shown in Figure 16, overall, most of the three types of samples can be distinguished by the
four algorithms despite the partially overlapping samples between classes A and B. From a
qualitative point of view, the combined EVMD-WPE-PCA algorithm has shown the worst
performance with a small number of samples crossing between class A and B, and more
samples overlapping between class B and C, while the performance of EVMD-WPE-MDS
and EVMD-WPE-LLE has been significantly improved compared to EVMD-WPE-PCA
with only a few samples of class A and B crossed. Despite the good performance of EVMD-
WPE-PCA, EVMD-WPE-MDS, and EVMD-WPE-LLE in roughly identifying the three types
of samples, the degree of clustering within the class is still small, especially for class B.
In contrast, the proposed combined EVMD-WPE-LTSA method has the best clustering
performance. The three kinds of SRN sample can be separated well, and the samples
of classes B and C are better clustered. For a fair comparison, the scatter plots of WPE,
EMD-WPE-LTSA and EEMD-WPE-LTSA are represented in Figure 17.

As shown in Figure 17a, affected by the oceanic environment and the ambient noise,
we cannot recognize the majority of the three forms of samples as they will be opposed
together. Hence in such a case, the algorithms of the decomposition should be used. For
the EMD-WPE-LTSA shown in Figure 16b, a large proportion of samples of classes A
and B are overlapped, which cannot be separated well. The samples in the C category
are also intersected with the others. Hence, recognition of the three samples becomes
difficult. While concerning the EEMD-WPE-LTSA, the samples in categories A and B can be
completely separated, but the degree of separation between categories B and C is still small.
From a qualitative point of view, there is no significant difference between EEMD-WPE-
LTSA and EVMD-WPE-LTSA, and EEMD-WPE-LTSA even looks more clustered within the
class, but we cannot conclude on the merits of both algorithms. Data visualization is only a
qualitative tool rather than a quantitative one. In this situation, the PSO-SVM multi-class
classifier is introduced to compare the algorithms above more accurately. Next, 60 samples
are randomly selected from each class to be used as a training classifier and the remaining
samples are left to be used in testing the performance. Also, both EMD-EIMF-PE [21] and
VMD-WPE-LTSA (the mode number of VMD is set as [4,20]) methods are considered. The
classification outputs are shown in Figure 18. Table 3 lists the classification accuracy and
computational time for SRN feature extraction under different algorithms.
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the EMD-WPE-LTSA shown in Figure 16b, a large proportion of samples of classes A and 
B are overlapped, which cannot be separated well. The samples in the C category are also 
intersected with the others. Hence, recognition of the three samples becomes difficult. 
While concerning the EEMD-WPE-LTSA, the samples in categories A and B can be com-
pletely separated, but the degree of separation between categories B and C is still small. 
From a qualitative point of view, there is no significant difference between EEMD-WPE-
LTSA and EVMD-WPE-LTSA, and EEMD-WPE-LTSA even looks more clustered within 
the class, but we cannot conclude on the merits of both algorithms. Data visualization is 
only a qualitative tool rather than a quantitative one. In this situation, the PSO-SVM multi-
class classifier is introduced to compare the algorithms above more accurately. Next, 60 
samples are randomly selected from each class to be used as a training classifier and the 
remaining samples are left to be used in testing the performance. Also, both EMD-EIMF-
PE [21] and VMD-WPE-LTSA (the mode number of VMD is set as [4,20]) methods are 
considered. The classification outputs are shown in Figure18. Table 3 lists the classification 
accuracy and computational time for SRN feature extraction under different algorithms. 
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Figure 16. The clustering results of the four algorithms.

As shown in Figure 18 and Table 3, the direct calculation of the WPE for the samples
fails to achieve the SRN samples identification as it has only a 62.5% recognition rate and
that is far from the classification standard. The multistage classification techniques based
on the proposed EVMD have the highest classification accuracy of 95.8333% and 96.6667%
in EVMD-WPE-LLE and EVMD-WPE-LTSA, respectively. The proposed multistage classifi-
cation techniques based on EVMD outperform the other conventional algorithms with the
additional computational time cost. In general, computational complexity and classification
accuracy are determined by the configuration of the hardware and algorithm design.
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6. Conclusions

A novel multi-stage feature extraction method for underwater acoustic signals is
proposed in this paper based on combining the new EVMD method with WPE and LTSA.
The main innovations and contributions of this work can be summarized as follows:

(1) The proposed EVMD method mode number was calculated based on the variance of
IMFs’ center frequency.

(2) WPE and LTSA were combined with the new EVMD and applied to underwater SRN
signals for the first time.

(3) The proposed EVMD-WPE-LTSA was successfully applied, and extracted the features
of the underwater acoustic signals. Compared with other algorithms, EVMD-WPE-
LTSA had a higher recognition rate and better classification performance at the cost of
computational time.

The EVMD algorithm proposed in this paper to overcome the shortage of the VMD
performed accurately in the field of underwater acoustic communication. Nevertheless,
this paper only addresses the VMD mode number. In future, the optimization between both
the model number and the quadratic penalty term will be considered to obtain high decom-
position accuracy for the EVMD. Also, we will try to reduce the computation complexity.
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