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Abstract: Multispectral imaging can be applied to water quality monitoring, medical diagnosis, and
other applications, but the principle of multispectral imaging is different from the principle of hyper-
spectral imaging. Multispectral imaging is generally achieved through filters, so multiple photos
are required to obtain spectral information. Using multiple detectors to take pictures at the same
time increases the complexity and cost of the system. This paper proposes a simple multispectral
camera based on lensless imaging, which does not require multiple lenses. The core of the system is
the multispectral coding aperture. The coding aperture is divided into different regions and each
region transmits the light of one wavelength, such that the spectral information of the target can be
coded. By solving the inverse problem of sparse constraints, the multispectral information of the
target is inverted. Herein, we analyzed the characteristics of this multispectral camera and developed
a principle prototype to obtain experimental results.

Keywords: multispectral imaging; lensless imaging; code aperture

1. Introduction

A spectrum is a type of information characterized by light in the wavelength di-
mension. Each substance has a different reflectivity and absorption rate for different
wavelengths of light. Therefore, the spectrum reflected by the target carries the attribute
information of the target, which is very beneficial for the identification and analysis of the
target [1–3]. Multispectral imaging technology is an imaging technology that can acquire
multiple band image items of information of a target. Compared with monochrome images
and color images, the information obtained by this technology is richer [4,5]. Multispectral
imaging technology is an imaging technology with low spectral resolution. Compared
with hyperspectral imaging technology, such as in the visible and near-infrared bands, its
spectral resolution is about 30 nm~50 nm, while the spectral resolution of hyperspectral
imaging is usually less than 10 nm. Therefore, multispectral imaging technology can
obtain about 10 bands in the visible and near-infrared bands [6,7]. In practice, the number
of bands will be designed according to specific needs. This technology can be used in
agriculture, forestry, hydrology, environmental monitoring, etc., and has a wide range of
applications [8–16]. Traditional multispectral cameras can be divided into multi-camera
type, filter wheel type, filter array, tunable filter type, prism spectroscopic type, and light
field multispectral type based on the principle of multispectral image acquisition [17–21].
The multi-camera multispectral camera contains multiple imaging units. Each imaging
unit acquires an image of one waveband. After the images of the different wavebands
are registered by a registration algorithm, a multispectral image of the target is obtained;
in the filter array-type multispectral camera, the filters of different wavelength bands are
arranged in a certain direction in order, and the image of the target is passed through
different filters in turn by pushing and sweeping, so as to obtain different wavelength
information of the same target. A tuning filter multispectral camera uses a filter device
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with adjustable bands to realize imaging of different bands, while the prism split-light
multispectral camera needs to place a slit on the primary image plane of the telescope
and pass the prism through the slit. The target light is dispersed into several spectral
channels, which are recorded by the detector, and only the spectral and one-dimensional
spatial information can be obtained with a single exposure. The light-field multispectral
camera uses the principle of light-field imaging and sets multiple filters at the sub-aperture
so that the light field camera can obtain spectrum and spatial information at the same
time. Traditional multispectral imaging methods require a complex optical and mechanical
structure. The lens is limited by the size of the lens and the detector. The increase in the
band causes the volume to increase, and the volume has a limit which cannot be further
optimized. This theory is based on coded aperture lensless imaging technology [22–28]
and the application of algorithms such as compressed sensing in code aperture imaging
and lensless imaging [29–32], which has a strong noise suppression ability under certain
conditions. In particular, Refs. [24,26] have given us a lot of inspiration, but the process
cost of implementing a filter on the detector is relatively high. This paper proposes a
lensless multispectral imaging system. The system is mainly composed of a coded aperture
and filters. The coded aperture is composed of multiple sub-coded apertures, and each
sub-coded aperture corresponds to a wavelength filter. There is no need to implement
on-sensor filters through special processes, which can reduce the difficulty and cost of
production. For the light sheet, the size and spacing of the sub-encoding aperture are set
according to the imaging parameters and the size of the target surface of the detector, and
the wavelength selection is determined by the filter. The use of the coded aperture makes
the system a lensless imaging system, which is no longer limited to the size of the lens, and
the volume is mainly limited by the size of the detector and the focal length of the system.
Compared with a traditional multispectral imaging system, our proposed system is not
only small in size and low in cost, but can also be flexibly designed according to the sparse
characteristics of the target, adjust the space–spectrum aliasing, realize the compression of
multispectral data, and make full use of the limited the number of pixels that the detector
can record for the multispectral image information of the target. In this article, the principle
of the coded aperture multispectral imaging system is introduced in detail, and then the
imaging performance is evaluated through the simulation analysis method. Based on this,
the principal prototype is designed, tested, and verified.

2. Materials and Methods
2.1. Principle

The design of the coded aperture multispectral camera is mainly inspired by lensless,
three-dimensional (3D) imaging. The characteristics of the coded template are used to
realize the recording of 3D data, and the 3D data of the target can be reversed through
the algorithm. The filter array is used to compress the spatial information and spectral
information of the target into a two-dimensional spatial distribution of light intensity so
that spectral images can be acquired.

The coded aperture multispectral camera is mainly composed of a detector and a
multispectral coded aperture. The multispectral coded aperture is the main imaging device.
The principle is shown in Figure 1.
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The multispectral coded aperture consists of two layers. The first layer is a filter
array for light splitting. The number of filters is related to the number of bands. If
the size is relatively large, multiple filters can be used for splicing; if the size is small,
we can use coating technology to coat filter films of different wavelengths on the same
glass substrate; the second layer is a coded aperture array, which is composed of several
sub-coded apertures; the sub-coded apertures correspond to the filters in the filter array
one-to-one, and each waveband can form a unique point spread function.

The multispectral coding aperture can be regarded as a substrate integrated with
several coding apertures. Each coded aperture can independently realize the imaging
function. With the corresponding filter, single-band imaging can be realized. When the
coded aperture is being designed, it is divided into the following two situations.

The first is that the distance between the sub-coded apertures is larger than the imaging
area. As shown in Figure 2, D is greater than d. At this time, the imaging areas between
different sub-coded apertures do not interfere with each other, and the imaging areas are
independent of each other. The coded aperture is regarded as a single coded aperture
imaging system. The photosensitive surface of the detector is divided into several areas
according to the wavebands, and the image is reconstructed separately, and the distance
between the images of different wavebands is calibrated. The reconstructed images can
be formed by a completely multispectral image. Since each band is independent, the
sub-coded aperture can be designed in the same form.
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Figure 2. Schematic diagram of the first type of coded aperture multispectral imaging principle. The
distance between the centers of the sub-encoding apertures is D, and the width of the area where the
target is projected onto the detector through each sub-aperture is d. When d is less than D, the light
rays passing through the sub-apertures do not interfere with each other.

As shown in Figure 3, the second situation is that the distance between the sub-coded
apertures is smaller than the imaging area, and the light projected by the target onto the
detector through different sub-coded apertures overlaps, and the information of different
bands cannot be directly segmented, so each band cannot reconstruct the image of the
target separately. The multispectral image of the target needs to be reconstructed using the
global image recorded by the detector and the corresponding PSF. However, this creates
new problems. If the coding apertures of different bands are the same, it is obvious that
the PSFs of different bands are very similar. In the reconstruction result, the image of each
band will have the information of other bands, which will cause errors in the reconstruction
result. However, the advantage of this is that the photosensitive surface of the detector can
be fully utilized, and the number of spatial pixels can be increased as much as possible
under the same number of bands.
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Figure 3. Schematic diagram of the second type of coded aperture multispectral imaging principle.
When d is greater than D, the parts of light passing through different sub-apertures overlap on the
detector, and the information between different wavebands is aliased.

2.2. Reconstruction Method

Similar to the imaging optical system, the pattern received by the detector can be
expressed as the convolution of the point spread function and the target. If the point
spread function is expressed as h(x, y, λ), the luminous intensity of the target is expressed
as L(x, y, λ) and the energy distribution received by the detector is shown in Equation (1):

I(x, y) =
λn

∑
λ1

h(x, y, λ)
⊗

L(x, y, λ) (1)

where ⊗ represents the convolution operation. If h(x, y, λ) are not correlated with each
other, or their mutual convolution is close to 0, then h(x, y, λn) can be calculated on both
sides of Equation (1). We then perform correlation or convolution operations to obtain the
corresponding band image L(x, y, λn), as shown in Equation (2).

h(x, y, λm)
⊗

I(x, y) = h(x, y, λm)
⊗ λn

∑
λ1

h(x, y, λ)
⊗

L(x, y, λ) = ρλm L(x, y, λ) (2)

ρλm = h(x, y, λm)
⊗

h(x, y, λm) (3)

Due to the influence of noise and errors, in practical applications, we cannot achieve
good results by using convolution operations. In fact, the forward model conforms to the
framework of compressed sensing, and compressed sensing algorithms can be used to
reconstruct multispectral images and learn from the method in the literature [24], using l1
norm minimization, and the 3D total variation (3DTV) prior model on the scene and the
low-rank prior model on the spectrum as Equation (4).

ε = argmin
1
2
‖b− Av‖2

2 + α‖∇xyλv‖1 + β‖v‖∗, v ≥ 0 (4)

The inverse problem can use the fast iterative shrinkage-thresholding algorithm with
weighted anisotropic 3DTV.

The authors of Ref. [26] provide usable codes and usage methods. Their study mainly
uses a diffuser to encode and compress the target information into a two-dimensional plane
and realize 3D imaging through reconstruction. The 3D information of the target obtained
is consistent with the mathematical problems involved in Ref. [26]. The code inputs are A
and b, so the codes they provide can be used directly to reconstruct the image, which only
needs to obtain the point spread function and the data recorded by the detector and adjust
α and β according to the sparse characteristics of the scene.

2.3. Camera Design

To verify the feasibility and imaging performance of the proposed coded aperture
lensless multispectral imaging method, a simulation method is used for analysis. Because
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there is essentially no difference between the first type of coded aperture multispectral
imaging and panchromatic coded aperture lensless imaging, in the simulation analysis in
this section, different bands are set to different sub-coded apertures, and the sub-coded
apertures are randomly coded to ensure that they are not related to each other as much
as possible.

To facilitate the intuitive display of the accuracy of the reconstructed spectrum, the
simulation target uses handwritten numbers of different colors to form a multispectral
image, as shown in Figure 4.
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Figure 4. Handwritten digital simulation image. The RGB images of the three color maps can be
arranged in order to simulate different band information of the target.

Each color map is composed of three layers of monochromatic images, and the three-
color maps are sequentially composed of a 128 × 128 × 9 multispectral target, forming the
original data of the multispectral image shown in Figure 5.
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Figure 5. Multispectral image data of band simulation target. The RGB image of the color image
of the first number 5 corresponds to the first to third bands, the RGB image of color 3 and 4 of the
second image corresponds to the 4th to 6th bands, and so on.

According to the number of bands of the simulation target, different random 3 × 3
coded apertures are used to form a multispectral coded aperture, as shown in Figure 6.
The size of the aperture of the coded aperture is the same as the pixel size of the detector.
There is no spectral overlap between the bands. Each band image is individually imaged
through the corresponding sub-encoding aperture in the encoding aperture and finally
superimposed together to form the data recorded by the detector, as shown in Figure 7.
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apertures, and each sub-aperture only encodes the image of one waveband in Figure 5, simulating
imaging of different wavebands.
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Figure 7. The detector receives the image which is blurred after being encoded by sub-aperture.

We combined the images of the corresponding bands in the reconstruction result into
a color image and calculated the Peak Signal to Noise Ratio (PSNR) to evaluate the recon-
struction accuracy. By calculating the PSNR under different parameter conditions (such as
D, d, and number of holes), the relationship between the PSNR and these parameters can
be analyzed so that it can be referred to when designing the camera.

The reconstructed image has high accuracy and has a good effect on noise suppression.
The reconstruction results are shown in Figure 8.

Since the image mostly has values 0, the value of the reconstruction result PSNR
under different parameters barely changes, so root mean square error is used instead of
PSNR. The smaller the root mean square error, the better the quality of the reconstructed
image. Every three bands are recombined into a color image with the same color as the
original image.

To obtain the optimal multispectral coding aperture parameters, the distance between
the sub-coding apertures and the duty cycle of the sub-coding apertures are changed, the
root mean square error of the reconstruction results is compared, and the results are shown
in Figure 9.
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(b) reconstructed spectrum of pixel x = 52, y = 45 (D = 120 px, d = 20 px, 200 iterations, constraint
term coefficient is 0.01).
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Figure 9. The changes in the reconstructed image quality when changing the duty cycle (proportion
of small holes in coded aperture) and D of the sub-encoding aperture (sub-aperture size 20 × 20).
The reconstructed image quality only shows a correlation with D (Abscissa), and there is no sig-
nificant difference between different curves (each curve is calculated using different duty cycle
parameters—0.1, 0.2, 0.3, 0.4, 0.5).

The color of the curve in Figure 9 represents a different duty cycle. It can be seen from
the figure that the duty ratio of the sub-aperture has little effect on the reconstruction result,
and the difference between the reconstruction results of different duty cycles is not large.
The spacing between the apertures has a greater impact on the reconstruction results, and
the root mean square error is inversely proportional to the spacing; that is, the larger the
spacing, the better the quality of the reconstructed multispectral image.

The smaller the distance between the sub-apertures, the more serious the aliasing
between the bands, which leads to the inverse problems faced by the reconstruction
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method gradually developing to be ill-conditioned, which leads to the deterioration of the
reconstruction results, but at the same time, the advantage is that the coding aperture is
smaller. The required detector area is also smaller.

Figure 10 is the curve of the root mean square error of the reconstructed image with the
size and spacing of the sub-encoding aperture. The size of the sub-encoding aperture has a
small effect on the error of the reconstructed image. Combining the three factors, the factor
that has a greater impact on the reconstructed image is the distance of the sub-encoding
aperture. Therefore, if the imaging system requires high imaging quality, it needs to be
as wide as possible, and a larger area detector is required. The spacing between the large
sub-coded apertures reduces the aliasing between bands.

Sensors 2021, 21, x FOR PEER REVIEW 8 of 12 
 

 

method gradually developing to be ill-conditioned, which leads to the deterioration of the 

reconstruction results, but at the same time, the advantage is that the coding aperture is 

smaller. The required detector area is also smaller. 

Figure 10 is the curve of the root mean square error of the reconstructed image with 

the size and spacing of the sub-encoding aperture. The size of the sub-encoding aperture 

has a small effect on the error of the reconstructed image. Combining the three factors, the 

factor that has a greater impact on the reconstructed image is the distance of the sub-en-

coding aperture. Therefore, if the imaging system requires high imaging quality, it needs 

to be as wide as possible, and a larger area detector is required. The spacing between the 

large sub-coded apertures reduces the aliasing between bands. 

 

Figure 10. Different sub-encoding aperture size, the root mean square error of reconstructed image 

under different spacing conditions. (Each curve is calculated using different sizes of sub-coded ap-

erture—20, 25, 30, 35, 40). 

3. Experiment Results 

3.1. Prototype 

According to the simulation experiment in Section 2.3, when the lights passing 

through the sub-encoding apertures do not interfere with each other, the reconstruction 

result is the best. Therefore, in the experiment, the size of the target is limited to a certain 

size to ensure that the light passing through the sub-aperture is separated. In this case, the 

sub-aperture can use the same coding, and, compared to random coding, using Separable 

Doubly-Toeplitz Aperture (SDTA) has better reconstructed image quality. Therefore, 

SDTA is the better choice for making multispectral cameras. The SDTA is fixed, and nine 

uncorrelated SDTAs cannot be generated. Therefore, the SDTA is not analyzed in the sim-

ulation experiment. 

Based on this, a prototype of a multispectral coded aperture lensless imaging system 

was developed. It can realize nine-band multispectral imaging, which is composed of a 

narrow-band filter and an array of coded apertures to form a multispectral coded aper-

ture. Because the front-illuminated detector pixels receive light at a small angle, the energy 

attenuation of ±20° is usually very large. Additionally, the coded aperture is very close to 

the detector. If a front-illuminated detector is used, the number of pixels that receive 

enough signals in the final image will be very small. In the end, a back-illuminated detec-

tor of Gpixel (Chang Chun, China) was adopted: the model is GSENSE400BSI, the resolu-

tion is 2048 × 2048 px, the pixel size is 11 µm, and it has very low readout noise and dark 

current. 

The sub-aperture adopts 31 × 31 SDTA, and the size of each light-through hole is 11 

µm, consistent with the pixel size of the detector. The size of the small hole does not need 

to be the same as the size of the detector pixel. The size of the detector pixel can be larger 

Figure 10. Different sub-encoding aperture size, the root mean square error of reconstructed image
under different spacing conditions. (Each curve is calculated using different sizes of sub-coded
aperture—20, 25, 30, 35, 40).

3. Experiment Results
3.1. Prototype

According to the simulation experiment in Section 2.3, when the lights passing through
the sub-encoding apertures do not interfere with each other, the reconstruction result is
the best. Therefore, in the experiment, the size of the target is limited to a certain size
to ensure that the light passing through the sub-aperture is separated. In this case, the
sub-aperture can use the same coding, and, compared to random coding, using Separa-
ble Doubly-Toeplitz Aperture (SDTA) has better reconstructed image quality. Therefore,
SDTA is the better choice for making multispectral cameras. The SDTA is fixed, and nine
uncorrelated SDTAs cannot be generated. Therefore, the SDTA is not analyzed in the
simulation experiment.

Based on this, a prototype of a multispectral coded aperture lensless imaging system
was developed. It can realize nine-band multispectral imaging, which is composed of a
narrow-band filter and an array of coded apertures to form a multispectral coded aperture.
Because the front-illuminated detector pixels receive light at a small angle, the energy
attenuation of ±20◦ is usually very large. Additionally, the coded aperture is very close
to the detector. If a front-illuminated detector is used, the number of pixels that receive
enough signals in the final image will be very small. In the end, a back-illuminated detector
of Gpixel (Chang Chun, China) was adopted: the model is GSENSE400BSI, the resolution is
2048 × 2048 px, the pixel size is 11 µm, and it has very low readout noise and dark current.

The sub-aperture adopts 31 × 31 SDTA, and the size of each light-through hole is
11 µm, consistent with the pixel size of the detector. The size of the small hole does not
need to be the same as the size of the detector pixel. The size of the detector pixel can be
larger or smaller, but a larger size will result in a decrease in resolution, and a smaller size
will not necessarily increase the resolution.
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In order to maximize the imaging quality and increase the distance between the sub-
apertures, it is necessary to make full use of the photosensitive area of the detector. The size
of the photosensitive area of the detector is 22.5 mm × 22.5 mm, which is divided evenly
into nine areas. The final design distance between the sub-coded apertures is 7.4 mm and,
finally, an image with more than 600 × 600 spatial pixels can be obtained.

The distance between the protective glass of the detector and the photosensitive
surface is 0.615 mm, the thickness of the glass is 1 mm, and the thickness of the coding
aperture substrate glass is 2.7 mm, so the distance between the coding aperture and the
photosensitive surface is 4.315 mm.

The specific composition of the multispectral coding aperture is shown in Figure 11.
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Figure 11. (a) is a designed 31 × 31 SDTA as sub-coded aperture, (b) is multispectral coded aperture,
which consists of nine sub-encoding apertures and nine filters; each filter covers a sub-encoding
aperture, and the interval between adjacent sub-encoding apertures is 7.4 mm.

As shown in Figure 12, the multispectral encoding aperture is coupled with the
protective glass of the detector chip to make the distance between the encoding aperture
and the photosensitive plane as close as possible to ensure that different bands will not
be aliased.
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3.2. Imaging Result

Since the sub-encoding aperture is about 0.3 mm, it also has the function of small-hole
imaging, but the imaging is blurred, as shown in Figure 13.
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antireflection coating, which leads to the coded hole. Part of the light is reflected by the 

Figure 13. Multispectral coded aperture imaging system prototype acquisition data.

An important function of the multispectral imaging system is to accurately obtain
spectral information. To verify the ability of the multispectral imaging system to obtain
multispectral data, the color pattern is projected on the LED display. After the data are
collected, R (650 nm), G (550 nm), and B (450 nm) three-band image composite color images
are obtained; if the color is consistent with the original image, it is indicated that relatively
accurate spectral data can be obtained. The test results are shown in Figure 14.
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Figure 14. (a) Image of the color led screen. The camera is 28.5 mm away from the screen. (b) Raw
data collected. Since the LED has no near-infrared light, there is no image in the near-infrared
band. (c) Image of a single lit LED, and the obtained image is preprocessed into a nine-band PSF.
(d) Selection of the three bands (RGB) of the reconstructed multispectral image to form a color image,
which is more consistent with the color displayed on the LED screen.

The test results can better reconstruct the text displayed on the LED screen, and the
color of the synthesized color image is accurate, but ghost images can be found. The main
reason is that the base glass of the coded aperture of lithography is not coated with the
antireflection coating, which leads to the coded hole. Part of the light is reflected by the
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surface of the glass in contact with the air, and then reflected by the chrome film to form a
ghost image.

4. Discussion

Our work proposes a new multispectral imaging mode which draws on 3D lensless
imaging technology, uses filters to divide the coded aperture into different regions, and
uses the 3D information acquisition capability of lensless imaging to make lensless cam-
eras able to acquire spectral information. The filter can cause different wavelengths of
light to enter the lensless camera to produce different point spread functions. Through
reasonable optimization design, the correlation of point spread functions between differ-
ent wavelength bands can be reduced, thereby improving the reconstruction of spectral
information accuracy. First, using the method of simulation analysis and randomly coded
apertures, the reconstruction accuracy under different parameter conditions (D, d, and
duty cycle) is analyzed. Among them, D is the most influential. The larger the D, the better
the reconstruction result. The reconstructed image with complete separation between
the various bands is optimal, but at the same time it needs to occupy more pixels, which
requires a larger area array detector, and the volume and power consumption must be
increased. It needs to be based on the sparse characteristics of the actual observation target
to set an appropriate D. Finally, a principal prototype was constructed, which achieved
nine-band spectral image acquisition, and imaged the LED display. The RGB three-bands
were selected to synthesize color images, and good results were obtained.

Compared to fabricating filters on each pixel of the detector, we can achieve multispec-
tral imaging by using filters that are easier to obtain. At the same time, the compactness of
the imaging system can be ensured—only a multispectral encoding board is added to the
sensor chip.

The imaging quality of a lensless multispectral camera has natural defects, so it cannot
replace lens multispectral cameras. However, due to its compact structure, it can still play a
role in specific application scenarios. For example, a chip-sized multispectral camera can be
embedded in a wearable device to obtain not only color imaging, but also spectral imaging.

Author Contributions: Conceptualization, J.W. and Y.Z.; investigation, J.W. and Y.Z.; methodology,
J.W.; visualization, J.W.; writing—original draft, J.W.; writing—review and editing, J.W. and Y.Z. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by National Defense Innovation Fund of Chinese Academy of
Sciences, grant number CXJJ-20S016.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The authors confirm that the data supporting the findings of this study
are available within the article.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Landgrebe, D. Hyperspectral image data analysis. IEEE Signal Process. Mag. 2002, 19, 17–28. [CrossRef]
2. Gowen, A.A.; O’Donnell, C.P.; Cullen, P.J.; Downey, G.; Frias, J.M. Hyperspectral imaging—An emerging process analytical tool

for food quality and safety control. Trends Food Sci. Technol. 2007, 18, 590–598. [CrossRef]
3. Shaw, G.A.; Burke, H.-h.K. Spectral Imaging for remote sensing. Linc. Lab. J. 2003, 14, 3–24.
4. Murakami, Y.; Obi, T.; Yamaguchi, M.; Ohyama, N.; Komiya, Y. Spectral reflectance estimation from multi-band image using color

chart. Opt. Commun. 2001, 188, 47–54. [CrossRef]
5. Kerekes, J.P. Hyperspectral remote sensing subpixel object detection performance. In Proceedings of the 2011 IEEE Applied

Imagery Pattern Recognition Workshop (AIPR), Washington, DC, USA, 11–13 October 2011; pp. 1–4.
6. Ackerman, S.; Strabala, K.I.; Menzel, W.P.; Frey, R.A.; Moeller, C.C.; Gumley, L.E. Discriminating clear sky from clouds with

MODIS. J. Geophys. Res. Space Phys. 1998, 103, 32141–32157. [CrossRef]

http://doi.org/10.1109/79.974718
http://doi.org/10.1016/j.tifs.2007.06.001
http://doi.org/10.1016/S0030-4018(00)01131-7
http://doi.org/10.1029/1998JD200032


Sensors 2021, 21, 7757 12 of 12

7. Lemmon, M.; Smith, P.; Shinohara, C.; Tanner, R.; Woida, P.; Shaw, A.; Hughes, J.; Reynolds, R.; Woida, R.; Penegor, J.; et al.
The Phoenix Surface Stereo Imager (SSI) Investigation. In Proceedings of the Lunar and Planetary Science XXXIX,
League City, TX, USA, 10–14 March 2008; p. 2156.

8. Deng, L.; Mao, Z.; Li, X.; Hu, Z.; Duan, F.; Yan, Y. UAV-based multispectral remote sensing for precision agriculture: A comparison
between different cameras. ISPRS J. Photogramm. Remote Sens. 2018, 146, 124–136. [CrossRef]

9. Zhang, Y.; Su, Z.; Shen, W.; Jia, R.; Luan, J. Remote Monitoring of Heading Rice Growing and Nitrogen Content Based on UAV
Images. Int. J. Smart Home 2016, 10, 103–114. [CrossRef]

10. Guyon, D.; Bréda, N. Applications of Multispectral Optical Satellite Imaging in Forestry. In Land Surface Remote Sensing in
Agriculture and Forest; Baghdadi, N., Zribi, M., Eds.; Elsevier: Amsterdam, The Netherlands, 2016; pp. 249–329.

11. Suneetha, M.; Boggavarapu, L.; Vaddi, R.; Raja, A.R.; Gopalakrishnan, R.; Jha, C.S. Object based Classification of Multispectral
Remote Sensing Images for Forestry Applications. In Proceedings of the 2020 3rd International Conference on Image and Graphics
Processing, Singapore, 8–10 February 2020; Association for Computing Machinery: Singapore, 2020; pp. 153–157.

12. Umar, M.; Rhoads, B.L.; Greenberg, J.A. Use of multispectral satellite remote sensing to assess mixing of suspended sediment
downstream of large river confluences. J. Hydrol. 2018, 556, 325–338. [CrossRef]

13. Xiao, P.; Feng, X.; An, R.; Zhao, S. Segmentation of multispectral high-resolution satellite imagery using log Gabor filters. Int. J.
Remote Sens. 2010, 31, 1427–1439. [CrossRef]

14. Carlotto, M.J.; Lazaroff, M.B.; Brennan, M.W. Multispectral image processing for environmental monitoring. Appl. Opt. Sci. Eng.
1993, 1819, 113–124. [CrossRef]

15. De Biasio, M.; Arnold, T.; Leitner, R.; Mcgunnigle, G.; Meester, R. UAV-based environmental monitoring using multi-spectral
imaging. In Airborne Intelligence, Surveillance, Reconnaissance (ISR) Systems and Applications VII, Proceedings of the SPIE Defense,
Security, and Sensing, Orlando, FL, USA, 5–9 February 2010; International Society for Optics and Photonicsm: Bellingham, WA, USA,
2010; Volume 7668, p. 766811. [CrossRef]

16. Elmasry, G.; Mandour, N.; Al-Rejaie, S.; Belin, E.; Rousseau, D. Recent Applications of Multispectral Imaging in Seed Phenotyping
and Quality Monitoring—An Overview. Sensors 2019, 19, 1090. [CrossRef]

17. Skauli, T.; Torkildsen, H.E.; Nicolas, S.; Opsahl, T.; Haavardsholm, T.; Kåsen, I.; Rognmo, A. Compact camera for multispectral
and conventional imaging based on patterned filters. Appl. Opt. 2014, 53, C64–C71. [CrossRef]

18. Schmitt, F.J.M.; Hardeberg, J.Y.; Brettel, H. Multispectral color image capture using a liquid crystal tunable filter. Opt. Eng. 2002,
41, 2532–2549. [CrossRef]

19. Tominaga, S. Spectral imaging by a multichannel camera. J. Electron. Imaging 1998, 3648, 332–341. [CrossRef]
20. Kanaev, A.V.; Kutteruf, M.R.; Yetzbacher, M.K.; DePrenger, M.J.; Novak, K.M. Imaging with multi-spectral mosaic-array cameras.

Appl. Opt. 2015, 54, F149–F157. [CrossRef] [PubMed]
21. Zhao, Y.; Yue, T.; Chen, L.; Wang, H.; Ma, Z.; Brady, D.J.; Cao, X. Heterogeneous camera array for multispectral light field imaging.

Opt. Express 2017, 25, 14008–14022. [CrossRef]
22. Fenimore, E.E.; Cannon, T.M. Coded aperture imaging with uniformly redundant arrays. Appl. Opt. 1978, 17, 337–347. [CrossRef]
23. DeWeert, M.J.; Farm, B.P. Lensless coded-aperture imaging with separable Doubly-Toeplitz masks. Opt. Eng. 2015, 54, 023102.

[CrossRef]
24. Monakhova, K.; Yanny, K.; Aggarwal, N.; Waller, L. Spectral DiffuserCam: Lensless snapshot hyperspectral imaging with a

spectral filter array. Optica 2020, 7, 1298. [CrossRef]
25. Asif, M.S.; Ayremlou, A.; Veeraraghavan, A.; Baraniuk, R.; Sankaranarayanan, A. FlatCam: Replacing Lenses with Masks and

Computation. In Proceedings of the IEEE International Conference on Computer Vision Workshop (ICCVW), Santiago, Chile,
7–13 December 2015; pp. 663–666. [CrossRef]

26. Antipa, N.; Kuo, G.; Heckel, R.; Mildenhall, B.; Bostan, E.; Ng, R.; Waller, L. DiffuserCam: Lensless single-exposure 3D imaging.
Optica 2018, 5, 1–9. [CrossRef]

27. Adams, J.K.; Boominathan, V.; Avants, B.W.; Vercosa, D.G.; Ye, F.; Baraniuk, R.G.; Robinson, J.T.; Veeraraghavan, A. Single-frame
3D fluorescence microscopy with ultraminiature lensless FlatScope. Sci. Adv. 2017, 3, e1701548. [CrossRef]

28. Liang, J. Punching holes in light: Recent progress in single-shot coded-aperture optical imaging. Rep. Prog. Phys. Soc. 2020, 83,
116101. [CrossRef] [PubMed]

29. Jalali, S.; Yuan, X. Snapshot Compressed Sensing: Performance Bounds and Algorithms. IEEE Trans. Inf. Theory 2019, 65,
8005–8024. [CrossRef]

30. Yuan, X.; Brady, D.J.; Katsaggelos, A.K. Snapshot Compressive Imaging: Theory, Algorithms, and Applications. IEEE Signal
Process. Mag. 2021, 38, 65–88. [CrossRef]

31. Kwan, C.; Gribben, D.; Chou, B.; Budavari, B.; Larkin, J.; Rangamani, A.; Tran, T.; Zhang, J.; Etienne-Cummings, R. Real-Time and
Deep Learning Based Vehicle Detection and Classification Using Pixel-Wise Code Exposure Measurements. Electronics 2020, 9,
1014. [CrossRef]

32. Zhang, J.; Xiong, T.; Tran, T.; Chin, S.; Etienne-Cummings, R. Compact all-CMOS spatiotemporal compressive sensing video
camera with pixel-wise coded exposure. Opt. Express 2016, 24, 9013–9024. [CrossRef]

http://doi.org/10.1016/j.isprsjprs.2018.09.008
http://doi.org/10.14257/ijsh.2016.10.7.11
http://doi.org/10.1016/j.jhydrol.2017.11.026
http://doi.org/10.1080/01431160903475324
http://doi.org/10.1117/12.142192
http://doi.org/10.1117/12.864470
http://doi.org/10.3390/s19051090
http://doi.org/10.1364/AO.53.000C64
http://doi.org/10.1117/1.1503346
http://doi.org/10.1117/1.482702
http://doi.org/10.1364/AO.54.00F149
http://www.ncbi.nlm.nih.gov/pubmed/26560602
http://doi.org/10.1364/OE.25.014008
http://doi.org/10.1364/AO.17.000337
http://doi.org/10.1117/1.OE.54.2.023102
http://doi.org/10.1364/OPTICA.397214
http://doi.org/10.1109/ICCVW.2015.89
http://doi.org/10.1364/OPTICA.5.000001
http://doi.org/10.1126/sciadv.1701548
http://doi.org/10.1088/1361-6633/abaf43
http://www.ncbi.nlm.nih.gov/pubmed/33125347
http://doi.org/10.1109/TIT.2019.2940666
http://doi.org/10.1109/MSP.2020.3023869
http://doi.org/10.3390/electronics9061014
http://doi.org/10.1364/OE.24.009013

	Introduction 
	Materials and Methods 
	Principle 
	Reconstruction Method 
	Camera Design 

	Experiment Results 
	Prototype 
	Imaging Result 

	Discussion 
	References

