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Abstract: As the number of elderly persons with chronic illnesses increases, a new public
infrastructure for their care is becoming increasingly necessary. In particular, technologies that
can monitoring bio-signals in real-time have been receiving significant attention. Currently, most
healthcare monitoring services are implemented by wireless carrier through centralized servers.
These services are vulnerable to data concentration because all data are sent to a remote server.
To solve these problems, we propose self-organizing P2P middleware for healthcare monitoring
that enables a real-time multi bio-signal streaming without any central server by connecting the
caregiver and care recipient. To verify the performance of the proposed middleware, we evaluated the
monitoring service matching time based on a monitoring request. We also confirmed that it is possible
to provide an effective monitoring service by evaluating the connectivity between Peer-to-Peer and
average jitter.
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1. Introduction

As society rapidly ages globally, the health, safety and institutional issues of the elderly are
attracting significant attention. In addition, as the number of chronic illnesses, such as cerebrovascular
and cardiovascular diseases, increases with age, a new public infrastructure for elderly care is needed.
Those suffering from a chronic disease require regular care and medical treatment. And, they need
periodic monitoring by their guardians. In reality, however, problems such as rising medical and
long-term care costs may arise.

To solve these problems, the Internet of Things (IoT) has been attracting the attention of the
healthcare monitoring industry, which is developing services and solutions related to disease diagnosis,
treatment and prevention. For example, a smart hospital system (SHS) [1] based on RFID and
6LoWPAN has not only tracked the location of patients and employees in the hospital but also offered
a service that allows the remote caregiver to monitor the patient’s condition. Similarly, the Help to
You (H2U) healthcare system [2] transmits multi-bio signals to a central data base via a smart phone
and a doctor or guardian can access the central data base to monitor the health status of the patient.
In addition, a pervasive patient health monitoring (PPHM) system [3] provides flexible and scalable
remote health monitoring that integrates the capabilities of the IoT and cloud technologies for remote
monitoring of a patient’s health status.

The above systems and most of the current systems are being implemented by wireless carrier
through centralized servers. As shown in Figure 1a, system with this structure can cause problems
such as network congestion due to traffic concentration, service-delay problems caused by multi-hop
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communication and a high communication cost because the device is always connected with a
centralized server. In addition, security problems may arise because the various biometric data
of persons under care at remote locations are concentrated at a central server.
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To solve these problems, we have previously proposed a fully distributed self-organizing
middleware platform [4,5] without a central server. As shown in Figure 1b, this study autonomously
groups the mobile nodes based on their location and shows neighboring communication through
the representative nodes of the group without a central server. Based on this platform, we propose a
healthcare monitoring middleware for transmitting multi-bio data to a remote caregiver without a
central server using a self-organizing localized IoT messaging (SLIM) hub [6].

If SLIM hub of our proposed middleware is on a public network, monitoring and streaming
services are available to the caregivers without a central server. However, if SLIM hubs are in a different
private network environment, communication between SLIM hubs is impossible and monitoring
services with the remote guardian are impossible. Currently, most homes are located in a private
network environment using NAT (Network Address Translation) device [7] due to lack of IP addresses.
So, the proposed middleware needs to recognize its own network environment in order to enable
service in any network environment and if it is a private network environment, it needs peer-to-peer
communication between hubs.

The main contributions of this paper are:

• Healthcare monitoring and streaming middleware based on self-organizing middleware platform
that can monitor care recipient regardless of where the caregivers are located without a
central server.

• Supports peer-to-peer connections for self-organizing middleware platforms to provide healthcare
monitoring and streaming services in a private network environment.

The remainder of this paper is structured as follows. In Section 2, we introduce the previous
related work. Section 3 provides an overview of a streaming service and the concept. Section 4 describes
the detailed design of the streaming service, Section 5 evaluates its performance and Section 6 discusses
the proposed service. Finally, some concluding remarks and future works are provided in Section 7.

2. Related Research

2.1. Self-Organizing Middleware Platform and Self-Organizing Localized IoT Messaging Hub

A self-organizing middleware platform [4,5] is an indoor location-based service platform based
on an overlay network and is autonomously serviced without direct manipulation, such as the initial
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settings required by the users. In addition, it is a platform that recognizes the surrounding environment
and provides optimal indoor location-based services through autonomous collaboration between nodes
without a central server. For example, the person on the left in Figure 2 uses a mobile device to find
the nearest printer in his neighborhood. The user is provided with the service of the nearest printer
through the cooperation of nodes (SLIM hub) which exists in each indoor space. Research related to
this area has focused on real-time indoor location-based search and services [8]. In [8], the authors
propose a service that finds the nearest path between nodes and guarantees real-time QoS. Another
research [6] suggests a physical distance-based asynchronous messaging platform that specializes in
processing personalized data and location-based messages.
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2.2. NAT Traversal

NAT is designed for IPv4 address conservation and allows every computer to be given a unique
Internet address without diminishing the available pool of public IP addresses. This is made possible
because a NAT router maps individual port information for public IP addresses into information that
can be assigned to multiple internal private addresses.

However, there is a problem in communicating in another private network environment.
For example, the SLIM hubs in Figure 3 reside under different NAT devices A and B and are in
different private networks. Under this situation, when 192.168.0.1 of private network A tries to send
a packet to 192.168.0.2 of private network B, the packet cannot be routed. In addition, if 192.168.0.2
of private network B sends a packet to a public IP (155.230.x.x) of NAT device A, the device will
drop the packet. As a result, communication between logical neighbor nodes is impossible in a
private network environment. That is, it is impossible to provide local-based or streaming services
using a self-organizing middleware platform. To solve this problem, a number of technologies
have been developed, including Universal Plug and Play, Application Level Gateway [9], Session
Traversal Utilities for NAT (STUN, RFC 5389), Traversal Using Relay NAT (TURN, RFC 8155) and
Hole Punching [10–12]. Through this study, we resolved this problem by using the ICE protocol (RFC
5245), which is a combination of STUN and TURN.



Sensors 2017, 17, 2650 4 of 19

Sensors 2017, 17, 2650  3 of 18 

 

uses a mobile device to find the nearest printer in his neighborhood. The user is provided with the 
service of the nearest printer through the cooperation of nodes (SLIM hub) which exists in each indoor 
space. Research related to this area has focused on real-time indoor location-based search and services 
[8]. In [8], the authors propose a service that finds the nearest path between nodes and guarantees 
real-time QoS. Another research [6] suggests a physical distance-based asynchronous messaging 
platform that specializes in processing personalized data and location-based messages. 

 
Figure 2. An example of a Self-Organizing Middleware Platform for a printing service. 

2.2. NAT Traversal 

NAT is designed for IPv4 address conservation and allows every computer to be given a unique 
Internet address without diminishing the available pool of public IP addresses. This is made possible 
because a NAT router maps individual port information for public IP addresses into information that 
can be assigned to multiple internal private addresses. 

However, there is a problem in communicating in another private network environment. For 
example, the SLIM hubs in Figure 3 reside under different NAT devices A and B and are in different 
private networks. Under this situation, when 192.168.0.1 of private network A tries to send a packet 
to 192.168.0.2 of private network B, the packet cannot be routed. In addition, if 192.168.0.2 of private 
network B sends a packet to a public IP (155.230.x.x) of NAT device A, the device will drop the packet. 
As a result, communication between logical neighbor nodes is impossible in a private network 
environment. That is, it is impossible to provide local-based or streaming services using a self-
organizing middleware platform. To solve this problem, a number of technologies have been 
developed, including Universal Plug and Play, Application Level Gateway [9], Session Traversal 
Utilities for NAT (STUN, RFC 5389), Traversal Using Relay NAT (TURN, RFC 8155) and Hole 
Punching [10–12]. Through this study, we resolved this problem by using the ICE protocol (RFC 
5245), which is a combination of STUN and TURN. 

 
Figure 3. Problems of NAT device and private network. Figure 3. Problems of NAT device and private network.

2.3. Healthcare Monitoring

Bio-signal streaming and healthcare monitoring system can be divided into sensor layer,
networking layer, service and interface layer [13,14]. Similar to this approach, Wang [15] proposed
a service consisting of three layers: sensor network, mobile network and remote monitoring
network layers.

First, in a sensor network layer [16], the biometric data acquired by the bio-signal measurement
device are transmitted to the mobile network layer using Zigbee Protocol. Unlike Wang, Khan,
Laine [17,18] used Bluetooth as another way to build a sensor network. In addition, Passow [19]
proposed a sensor network using ANT protocol. Second, the network layer supports sensor data
collection and remote transmission of biometric data. In the network layer, gateway is required for
sensor data collection and wireless transmission. There are studies [20–22] in which smart phones are
acting as gateways or gateways are installed per unit space to collect bio-signals and transmit them to
remote servers. Finally, the service and interface layers provide healthcare services [23] that enable
users to easily understand health status by storing and analyzing biometric data in the cloud [24] and
centralized servers [25]. However, with a centralized server architecture, if a single point of failure
occurs, the entire system will stop when the server goes down. In addition, a security problem [26–29]
may occur because biometric information is gathered in a single location. The real-time performance
is degraded because locally occurring services go through a central server. In this paper, Figure 4
shows that the proposed middleware is divided into three layers according to the health care and IoT
system distinction method. First, the sensor layer transmits biomedical signals measured by Personal
Activity Assisting and Reminding (PAAR) band and Bio cradle [30] to a SLIM hub existing in each
unit space using Bluetooth Low Energy (BLE). The second layer is networking layer, SLIM hubs in this
layer stream to remote devices using TCP/IP (Transmission Control Protocol/Internet Protocol), UDP
(User Datagram Protocol) and Wi-Fi. Finally, the service layer provides application programs such as
biometric signal monitoring and interfaces that can be easily used by users. The left side of Figure 5
shows the configuration of the band and cradle and the bio-signal sensor connected. As shown on
the right side of Figure 5, the biometric signal is transmitted to the module responsible for the RF
communication of the SLIM hub using Bluetooth Low Energy (BLE) and finally transmitted to the
destination without the central server.
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3. Concept of Proposed Monitoring and Streaming Service

3.1. Overview of Proposed Monitoring and Streaming Service

Figure 6 shows the basic scenario of the monitoring and streaming service proposed in this
paper. It is assumed that a care recipient wears a PAAR band at home. SLIM hubs are located in
each room (logical unit space). The right side of Figure 6 shows a caregiver moving in a car and
at work. This indicates that the caregiver can verify the health status of the care recipient using a
smartphone app under any circumstances. Suppose the caregiver’s monitoring app is registered with
the representative SLIM hub of the care recipient. For example, in Figure 6, the SLIM Hub in the
living room is the hub registered in the caregiver’s app and the SLIM hub in the other room is the
unregistered hub. First, the caregiver sends a request to the SLIM hub located in the living room, which
is registered in the app, to receive the health status of the care recipient, as shown in Figure 6a. If the
care recipient is not located near the registered SLIM hub, the SLIM hub in the bedroom is searched
using the unique ID of the PAAR band, as shown in Figure 6b. That is, if there is no band near the
requested hub, the hub autonomously looks for a hub near the band. The requested PAAR band
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streams the biometric data to the SLIM hub. Finally, the SLIM hub streams to the remote guardian
using TCP/IP or Wi-Fi/3G/4G, as shown in Figure 6c.
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3.2. Concept of Streaming Service in a Public Network

In a public network environment, the service structure consists of three parts: request, streaming
and connection management. First, even if the caregiver does not know the IP address of the SLIM
hub where the care recipient is located, the ID of the PAAR band is transmitted in an ePost-it [6], as
shown in Figure 7a (ePost-it is a location-based asynchronous messaging platform for implementing
asynchronous messaging between various devices and services). Then, the SLIM hub that receives the
request can find a SLIM hub within the vicinity of the PAAR band through neighbor collaboration, as
shown in Figure 7b. The request is sent to the PAAR band worn by the care recipient and finally the
streaming begins, as shown in Figure 7c. In addition, if the care recipient is in an emergency, the care
recipient needs to notify the caregiver of the emergency message, as shown in Figure 7d. The SLIM
hub receives the emergency message and sends a message to the registered caregiver. Second, the
structure for sending biometric data to a remote caregiver uses the publisher-subscriber (PUB-SUB)
model [31,32] of ZeroMQ [33]. In the PUB-SUB model, the publisher publishes the message without
knowing what subscriber it is. The subscriber receives a message that fits the interest without any
knowledge of the publisher. By separating the publisher and the subscriber, high scalability and
dynamic network topology are possible. In addition, this model has an advantage in that the PUB can
stream the acquired biometric data to a plurality of SUBs, as shown in Figure 8a. However, because
the PUB does not know whether the SUB is normally connected, the PUSH-PULL model of ZeroMQ is
used for management purposes. The SUB periodically sends the current status information and the
received connection status management manager can manage a plurality of SUB states by storing and
updating the corresponding information in a table.
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3.3. Concept of Streaming Service in a Private Network

If the hub is on a private network and a device on the external network sends packets to the
hub, it cannot be routed. In addition, according to the mapping and filtering rule [7] of the NAT
device, incoming packets are dropped and communication between neighbors is impossible. To solve
this problem, we use the ICE protocol, which is a combination of the STUN and TURN protocols.
STUN protocol is used to find the public IP (Server Reflexive Candidates) and private IP (Local
Candidates) mapped to the NAT device. If the result of STUN indicates that P2P communication is
impossible, it should be relayed through a TURN server. Therefore, in case P2P communication does
not work, it is assigned relay port from TURN server (Relayed Candidates).

This process is called “gather all candidates”. As shown in Figure 9, the SLIM hub that obtains
the candidate address list transmits it to the coordination server consisted of a combination of STUN
and TURN servers. The server then stores the state of each SLIM hub, as shown in Table 1.
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Table 1. A table that stores the state information of the slim hub on the coordination server.

ID Local IP Public IP Allocated Port from TURN Server

SLIM hub (A) a1 192.168.0.1 155.230.a.b 155.230.y.z:1111
SLIM hub (B) b1 192.168.0.2 155.230.c.d 155.230.y.z:2222

As shown in Figure 10a, SLIM hub A requests the coordination server for IP information of SLIM
hub B to send a streaming request to B (1). Then, the coordination server sends the IP information of
B that was stored in a table (2) and simultaneously sends the IP information of A to SLIM hub B (3).
Figure 10b shows the connection process. SLIM hub A sends a connection request message to the
coordination server (4). The server that receives the request then sends a connection request message
to B. Finally, A and B send a connectivity check message to all listed candidates of the other party (5).
As a result, the connection between the two SLIM hubs is established. If the NAT type is symmetric, a
connection to the relay server is established.
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from another SLIM hub; (b) Connection request and connectivity checks.

3.4. Concept of Monitoring Mobile App

Figure 11 shows the software structure of the mobile app. Because the measuring device measures
various bio-signals at different sampling periods, different numbers of biometric data are contained in
a single packet. For example, three PPG data, one ECG data and four ACC data are sent in a single
packet. The mobile app extracts the bio-signals (PPG, ECG, ACC, etc.) contained in a single packet
and stores them in a queue. Then, a graph is drawn considering the sampling period of the bio-signal.
For instance, assuming that the sampling period of the PPG is three-times shorter than that of an ECG,
the PPG graph is drawn three times when the ECG graph applies a single coordinate.
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4. Detail Design of Streaming Service

4.1. Streaming Service between Mobile App and SLIM Hub

Figure 12 shows a sequence diagram between the mobile app and a SLIM hub. SLIM hub[A]
indicates the SLIM hub registered in the caregiver’s app and SLIM hub[B] indicates the SLIM hub
on the care recipient’s side. First, the mobile app sends a request to SLIM hub[A] including the
PAAR band ID (1). Next, SLIM hub[A] finds SLIM Hub[B], where the device is currently located,
by searching the neighbor to determine if the device is near it (2). Then, SLIM hub[B] responds to
SLIM hub[A] with its IP address and status information of the measuring device in response (3, 4).
That is, the caregiver can know the status of the measurement terminal located at a remote location
using the mobile app. In addition, the PUB (SLIM hub[B]) does not know whether the SUB (mobile
app) is normally connected and the mobile app periodically sends its current status information (5, 6).
The mobile app graphs the received biometric data (7, 8) and finally sends stop message (9).
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4.2. Streaming Service between SLIM Hub in a Private Network

Figure 13 shows a sequence diagram for a SLIM hub in a private network. First, the STUN
protocol is used to find pairs of public IP addresses and private IP addresses mapped to the NAT
device (1, 2). Then, a port allocation is requested to the TURN server using the TURN protocol (3, 4).
The SLIM-Hub then sends the acquired list of addresses to the coordination server, which stores the
list of SLIM hub addresses (5).
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SLIM hub[A] requests the IP list of SLIM hub[B] from the server (6). The server sends the
information of SLIM hub[B] to SLIM hub[A] and at the same time sends information of SLIM hub[B]
to SLIM hub[A] (7). SLIM hub[A] sends a connection request message to a server (8). Then, the server
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that receives the request sends a connection request message to SLIM hub[B] (9). SLIM hubs[A] and
[B] both send a connectivity check message to all other parties on the candidate list (10). Finally, a
streaming request is sent (11) and the streaming service is started (12).

4.3. Streaming Service between SLIM Hub and Measurement Device

Figure 14 shows a sequence diagram of the relationship between the streaming agent, module
device responsible for RF communication in SLIM hub and PAAR band. First, the PAAR band
periodically sends a BLE advertisement message to announce its current location (1). The RF module
receives the advertisement message and stores the device information. When the streaming agent
sends a request to the RF module, the RF module requests a BLE connection to the band (2, 3). Once the
BLE connection is established, the measured biometric data are transmitted to the RF module through
BLE communication and finally to the streaming agent (4, 5). Finally, agent sends a streaming stop
message and the service ends with a BLE disconnection (6, 7).
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5. Implementation and Performance Evaluation

5.1. Test Environment

Figure 15 shows the hardware module and monitoring application used in the experiment.
Figure 15a shows the PAAR band, ECG, PPG and Breath measurement sensor and shows the user
wearing it. Figure 15b shows the SLIM hub receiving the bio-signals measured in the band via wireless
communication (there is a frontend module in the SLIM hub for RF communication). In addition, the
SLIM hub provides indoor location-based services without user setting and serves as a gateway to
send data acquired by the sensor to the remote caregiver using WiFi, TCP/IP, UDP. Figure 15c shows
an application that enables a remote caregiver to monitor multi-bio-signals received from a SLIM hub
in real time. In Section 5.2, when the app sends a streaming service request, the average time until
the service is performed is measured. In Section 5.3, we evaluated the average jitter, which is the
delay between packets with increasing number of receiving terminals. In Section 5.4, we evaluated
connectivity between SLIM hubs in a private network environment.
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5.2. Evaluation of Service Start Time in a Public Network

Figure 16a shows that the PAAR band exists near SLIM hub registered in the app and is streamed
according to the request. The registered SLIM hub can send a streaming request to the PAAR band
without having to find a neighbor SLIM hub. Figure 16b shows that the PAAR band does not exist near
SLIM hub registered in the app. Because of this, the registered SLIM hub finds the SLIM hub where
the PAAR band is located and sends the request. In both environments, the streaming request time
from the smart phone app to SLIM hub A and to SLIM hub B, was found. After that, the time until
the corresponding biometric data were received was measured. This experiment shows the average
time until the streaming service was made available. Both experiment environments were configured
for use in LAN and WAN environments. To configure the LAN environment, a smartphone was
connected to a router on the same LAN. In addition, to make the WAN environment, a smartphone
was connected to a 4G network.
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about 2 s to find the SLIM hub where the PAAR band is located. In addition, this means that the 
WAN environment has a larger standard deviation than the LAN environment but the service is 
stable. 
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5.3. Evaluation of Jitter 

Jitter is the difference in packet delay. It is measuring time difference in packet inter-arrival time. 
That is, it is a value expressing how fast or late a signal appears compared with the reference point. 
The jitter was measured by receiving about 5000 biometric data on the mobile app. In addition, the 
jitter was measured by increasing the number of mobile device in a situation where the publisher 
transmits multi-bio-signals at intervals of 39.8 ms. Publishers transmit at a minimum of 27 ms, a 
maximum of 50 ms and an average of 39.8 ms. In Figure 18, the x-axis of the graph represents the 
number of mobile devices and the y-axis indicates the jitter. As the number of mobile devices 
increases, the min and max values tend to increase but the average jitter value is almost constant at 
40 ms. Table 2 shows the measured value of the average jitter. Even if the receiving mobile device 
increases, there is a value in the vicinity of 40 ms. This shows that a stable streaming service is 
provided even if the number of subscribers increases. 

Figure 16. Experiment environment of service start time according to streaming request. (a) Without
lookup neighbors; (b) Lookup neighbors.

Figure 17a shows the result of Figure 16a. The horizontal axis represents the number of trials and
the vertical axis represents the service start time. The average time taken in the LAN environment was
1.49 s, with a standard deviation of 0.27 ms. In the WAN environment, it took an average of 1.92 s and
a standard deviation of 0.37 ms. Figure 17b shows the result of Figure 16b. The average time taken in
the LAN environment was 3.41 s, with a standard deviation of 1.49 ms. In the WAN environment, it
took an average of 3.97 s and a standard deviation of 1.92 ms. This means that it takes about 2 s to find
the SLIM hub where the PAAR band is located. In addition, this means that the WAN environment
has a larger standard deviation than the LAN environment but the service is stable.
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5.3. Evaluation of Jitter

Jitter is the difference in packet delay. It is measuring time difference in packet inter-arrival time.
That is, it is a value expressing how fast or late a signal appears compared with the reference point.
The jitter was measured by receiving about 5000 biometric data on the mobile app. In addition, the
jitter was measured by increasing the number of mobile device in a situation where the publisher
transmits multi-bio-signals at intervals of 39.8 ms. Publishers transmit at a minimum of 27 ms, a
maximum of 50 ms and an average of 39.8 ms. In Figure 18, the x-axis of the graph represents the
number of mobile devices and the y-axis indicates the jitter. As the number of mobile devices increases,
the min and max values tend to increase but the average jitter value is almost constant at 40 ms. Table 2
shows the measured value of the average jitter. Even if the receiving mobile device increases, there
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is a value in the vicinity of 40 ms. This shows that a stable streaming service is provided even if the
number of subscribers increases.Sensors 2017, 17, 2650  13 of 18 
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Table 2. Average Jitter by increasing the number of mobile devices.

Number of Mobile Device 1 2 4 6 8 12 16

Average of Jitter (ms) 39.948 39.953 39.961 39.984 39.898 39.99 39.94

5.4. Connectivity Check in a Private Network

To confirm the establishment of a connection between neighboring SLIM hubs in a private
network, we proceeded under the same NAT environment and under a different NAT environment.
Figure 19a shows that the two SLIM hubs exist under the same NAT and are in the same private
network. Figure 19b shows the ID and IP list for the connection between SLIM hub.Sensors 2017, 17, 2650  14 of 18 
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Figure 19. Connectivity environments of same NAT. (a) Configuration of experiment; (b) A list of SLIM
hub’s ID and IP information.

Each SLIM hub has gathered all of its candidates, it orders them in highest to lowest priority.
The SLIM hub (A) sends a request to coordination server containing the peer’s ID (PU) to obtain the IP
list of the SLIM hub (B). The server sends the information of SLIM hub (B) to SLIM hub (A) and at
the same time sends information of SLIM hub (B) to SLIM hub (A). Then, SLIM hubs (A) and (B) both
send a connectivity check message to all other parties on the candidate list. As shown in Figure 20, the
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connection between the local IP of the SLIM hub in the private network was established (192.168.20.15
<-> 192.168.20.16). We used Wireshark as a packet capture tool to verify the process. The captured data
in Figure 20 illustrate the connectivity check process.
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Figure 20. Connectivity checks in same private network.

Figure 21a shows that the two SLIM hubs exist under a different NAT and are in a different private
network. Figure 21b shows the IP list for the connection between SLIM hubs. In addition, we assume
that the mapping rule of NAT equipment in the experimental environment is Endpoint-Independent
Mapping (EIM). This means that if the source IP and port of the packet are the same, they can be sent
to the same public IP, port regardless of the destination of the packet. That is, even if SLIM Hub A
sends a packet to B’s public IP, B’s NAT device can pass packet to the mapped local IP regardless of A’s
IP. As Figure 22 indicates, a connection between the public IP of the SLIM hub in the private network
was established (155.230.15.17 <-> 223.62.213.65). In addition, the data captured using Wireshark for
verification indicate that the connection request of each hub was sent to the candidate list of the other
hub. If the mapping rule of the NAT device is not EIM, P2P communication is impossible. Therefore,
the connection is established using the port assigned to the relay server.
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6. Discussion

This study aimed at a healthcare monitoring and streaming middleware based on self-organizing
middleware platform that can monitor the status of protected persons regardless of where the
caregivers are located without a central server. Because the self-organizing middleware platform
was developed for indoor location-based ubiquitous computing, it needed a messaging hub that can
collect information of logical unit space sensors and communicate with external terminals. In the
proposed middleware, the caregiver sends a streaming request to the messaging hub registered in
the app, so at least one hub must be on the public network. Also, if the care recipient is near a
hub that is not registered in the caregiver app, it is necessary to find the node through collaboration
between the hubs. This is not a problem in the public network but in a private network environment,
peer-to-peer communication between hubs is required because communication is not possible without
a central server. Therefore, we propose a healthcare monitoring middleware based on self-organizing
middleware platform that supports peer-to-peer communication.

The first part to discuss is related to bio-signal measurement and sensor networks. In the proposed
middleware, biometric data measured by various bio signal measurement sensors are collected in
PAAR band. The PAAR band is a type of smart band that allows the user to measure at any moment by
connecting the measurement sensor to the wire. Although many studies use wireless communication
such as Bluetooth, ZigBee and CoAP [34] protocols to measure wireless signals for building wireless
sensor network (WSN), it is difficult to synchronize the biological signals from one body. For example,
if the data measured by the breathing sensor during sleep and the data measured by the PPG sensor
are not synchronized, it is difficult to analyze sleep apnea. Therefore, accurate synchronization is
required for wireless body area network (WBAN) [35,36]. In the proposed middleware, although
it is connected by wire, WBAN research using the ANT protocol is underway. The second is about
transmitting the measured bio-signal to a remote location. Many studies [20–22] have proposed a
system in which smart phones or mobile devices act as gateway devices and send data to remote
locations. This has the advantage of device performance, portability and convenience but can not be
monitored without a smartphone when requested at a remote location. In the proposed middleware,
we tried to solve the problem by using fixed gateway equipment for each unit space. Finally, we
discuss the service delivery time, connectivity and scalability of the proposed middleware in public
and private networks. In Section 5.2, the average service response was evaluated by measuring the
service time according to the service request in the LAN and WAN environment. In addition, we
measured the time it takes to find a care recipient’s location through collaboration between hubs by
placing a smart band near a messaging hub that is not registered in the caregiver app. Section 5.3
evaluated the scalability by increasing the monitoring terminal and measuring the average jitter.
Since the average jitter does not change much even if the number of terminals increases by using the
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PUB-SUB model, biometric signals can be received at almost the same interval. In Section 5.4, we
conducted peer-to-peer connectivity experiments between messaging hubs using ICE protocol in a
private network environment. Depending on the type of NAT device, peer-to-peer communication may
not be possible but in this case communication is performed through the relay server. Our proposed
middleware will be useful for health screening by real-time monitoring of the vital signs of people
who need continuous observation, such as chronic disease patients and elderly living alone.

7. Conclusions and Future Work

In this paper, we propose a healthcare monitoring middleware based on self-organizing
middleware platform that supports peer-to-peer communication. We have tried to solve the centralized
healthcare monitoring system of previous studies by self-organizing middleware platform. To evaluate
the performance of the proposed middleware, we measured and analyzed the time required to
start the monitoring service and the data delay according to the request. In addition, we measured
time difference in packet inter-arrival time by increasing the number of mobile device. Finally, we
tested the connectivity between hubs in the same private network environment. And we tested the
connectivity between hubs in other private network environments. Through the proposed middleware,
the caregiver can monitor the biological signal of the care recipient from the remote place. In addition,
people with sleep apnea hopes to reduce the cost of visiting a sleep clinic center by sending biopsy
data such as breathing, oxygen saturation and heart rate to the hospital during sleep.

As future work, we will study ANT protocol based body area networks that can synchronize
multiple bio-signals to build a wireless sensor network between bio-signal measurement sensors and
smart bands. And research is needed to predict [37] and distribute traffic about the publish/subscribe
model used for monitoring multiple users in the public network. In addition, UDP-based
publish/subscribe models should be studied for 1:N monitoring in private networks. Finally, we will
conduct research related to sleep apnea that occurs during user’s sleep rather than extensive health
care system and will study convenient sleep monitoring and analysis system.

Acknowledgments: This research was supported by Next-Generation Information Computing Development
Program through the National Research Foundation of Korea (NRF) funded by the Korea Government (MSIT)
(2017M3C4A7064179).

Author Contributions: Hyun Ho Kim designed and performed experiments, analysed data and wrote the
paper; Hyeong Gon Jo designed and performed experiments; Soon Ju Kang supervised its analysis and edited
the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Catarinucci, L.; de Donno, D.; Mainetti, L.; Palano, L.; Patrono, L.; Stefanizzi, M.L.; Tarricone, L. An IoT-Aware
Architecture for Smart Healthcare Systems. IEEE Int. Things J. 2015, 2, 515–526. [CrossRef]

2. Basanta, H.; Huang, Y.P.; Lee, T.T. Intuitive IoT-based H2U healthcare system for elderly people.
In Proceedings of the 2016 13th IEEE International Conference on Networking, Sensing, and Control
(ICNSC), Mexico City, Mexico, 28–30 April 2016; pp. 2–7. [CrossRef]

3. Abawajy, J.H.; Hassan, M.M. Federated Internet of Things and Cloud Computing Pervasive Patient Health
Monitoring System. IEEE Commun. Mag. 2017, 55, 48–53. [CrossRef]

4. Jeong, S.; Jo, H.; Kang, S. Fully Distributed Monitoring Architecture Supporting Multiple Trackees and
Trackers in Indoor Mobile Asset Management Application. Sensors 2014, 14, 5702–5724. [CrossRef] [PubMed]

5. Jeong, S.; Jo, H.; Kang, S. Self-Organizing Distributed Architecture Supporting Dynamic Space Expanding
and Reducing in Indoor LBS Environment. Sensors 2015, 15, 12156–12179. [CrossRef] [PubMed]

6. Jo, H.; Son, T.; Jeong, S.; Kang, S. Proximity-Based Asynchronous Messaging Platform for Location-Based
Internet of Things Service. ISPRS Int. J. Geo-Inf. 2016, 5, 116. [CrossRef]

7. Srisuresh, P.; Egevang, K. Traditional IP Network Address Translator (Traditional NAT). IETF; RFC 3022.
2001. Available online: https://tools.ietf.org/html/rfc3022 (accessed on 17 November 2017).

http://dx.doi.org/10.1109/JIOT.2015.2417684
http://dx.doi.org/10.1109/ICNSC.2016.7479018
http://dx.doi.org/10.1109/MCOM.2017.1600374CM
http://dx.doi.org/10.3390/s140305702
http://www.ncbi.nlm.nih.gov/pubmed/24662407
http://dx.doi.org/10.3390/s150612156
http://www.ncbi.nlm.nih.gov/pubmed/26016908
http://dx.doi.org/10.3390/ijgi5070116
https://tools.ietf.org/html/rfc3022


Sensors 2017, 17, 2650 18 of 19

8. Jeong, S.Y.; Jo, H.G.; Kang, S.J. Remote service discovery and binding architecture for soft real-time QoS in
indoor location-based service. J. Syst. Archit. 2014, 60, 741–756. [CrossRef]

9. Srisuresh, P.; Tsirtsis, G.; Akkiraju, P.; Heffernan, A. DNS Extensions to Network Address Translators (DNS_ALG);
The Internet Society: Reston, VA, USA, 1999.

10. Tran Thi Thu, H.; Park, J.; Won, Y.; Kim, J. Combining STUN Protocol and UDP Hole Punching Technique
for Peer-To-Peer Communication across Network Address Translation. In Proceedings of the 2014 IEEE
International Conference on IT Convergence and Security (ICITCS), Beijing, China, 28–30 October 2014;
pp. 1–4.

11. McKay, R.I.; Shin, J.; Hoang, T.H.; Nguyen, X.H.; Mori, N. Using compression to understand the distribution
of building blocks in genetic programming populations. In Proceedings of the 2007 IEEE Congress on
Evolutionary Computation, CEC 2007, Singapore, 25–28 September 2007; pp. 2501–2508.

12. Srirama, S.N.; Liyanage, M. TCP Hole Punching Approach to Address Devices in Mobile Networks. In
Proceedings of the 2014 International Conference on Future Internet of Things and Cloud, Barcelona, Spain,
27–29 August 2014; pp. 90–97.

13. Riazul Islam, S.M.; Kwak, D.; Humaun Kabir, M.D.; Hossain, M.; Kwak, K.-S. The Internet of Things for
Health Care: A Comprehensive Survey. IEEE Access 2015, 3, 678–708. [CrossRef]

14. Farahani, B.; Firouzi, F.; Chang, V.; Badaroglu, M.; Constant, N.; Mankodiya, K. Towards fog-driven IoT
eHealth: Promises and challenges of IoT in medicine and healthcare. Future Gener. Comput. Syst. 2018, 78,
659–676. [CrossRef]

15. Wang, C.; Wang, Q.; Shi, S. A distributed wireless body area network for medical supervision. In Proceedings
of the 2012 IEEE International Instrumentation and Measurement Technology Conference, Graz, Austria,
13–16 May 2012; pp. 2612–2616.

16. Rawat, P.; Singh, K.D.; Chaouchi, H.; Bonnin, J.M. Wireless sensor networks: A survey on recent
developments and potential synergies. J. Supercomput. 2014, 68, 1–48. [CrossRef]

17. Khan, N.A. Real Time Monitoring of Human Body Vital Signs using Bluetooth and WLAN. Int. J. Adv.
Comput. Sci. Appl. 2016, 7, 210–216.

18. Laine, T.H.; Lee, C.; Suk, H. Mobile Gateway for Ubiquitous Health Care System Using ZigBee and Bluetooth.
In Proceedings of the 2014 Eighth International Conference on Innovative Mobile and Internet Services in
Ubiquitous Computing, Birmingham, UK, 2–4 July 2014; pp. 139–145.

19. Passow, P.; Stoll, N.; Junginger, S.; Thurow, K. A wireless sensor node for long-term monitoring in life science
applications. In Proceedings of the 2013 IEEE International Instrumentation and Measurement Technology
Conference (I2MTC), Minneapolis, MN, USA, 6–9 May 2013; pp. 898–901.

20. Rahmani, A.M.; Thanigaivelan, N.K.; Gia, T.N.; Granados, J.; Negash, B.; Liljeberg, P.; Tenhunen, H. Smart
e-Health Gateway: Bringing intelligence to Internet-of-Things based ubiquitous healthcare systems. In
Proceedings of the 12th Annual IEEE Consumer Communications and Networking Conference (CCNC),
Las Vegas, NV, USA, 9–12 January 2015; pp. 826–834. [CrossRef]

21. Shivakumar, N.S.; Sasikala, M. Design of vital sign monitor based on wireless sensor networks and
telemedicine technology. In Proceedings of the 2014 International Conference on Green Computing
Communication and Electrical Engineering (ICGCCEE), Coimbatore, India, 6–8 March 2014; pp. 1–5.

22. Mora, H.; Gil, D.; Terol, R.M.; Azorín, J.; Szymanski, J. An IoT-Based Computational Framework for
Healthcare Monitoring in Mobile Environments. Sensors 2017, 17, 2302. [CrossRef] [PubMed]

23. Finet, P.; Le Bouquin Jeannès, R.; Dameron, O.; Gibaud, B. Review of current telemedicine applications for
chronic diseases. Toward a more integrated system? IRBM 2015, 36, 133–157. [CrossRef]

24. Hossain, M.S.; Muhammad, G. Cloud-assisted Industrial Internet of Things (IIoT)—Enabled framework for
health monitoring. Comput. Netw. 2016, 101, 192–202. [CrossRef]

25. Fanucci, L.; Saponara, S.; Bacchillone, T.; Donati, M.; Barba, P.; Sanchez-Tato, I.; Carmona, C. Sensing devices
and sensor signal processing for remote monitoring of vital signs in CHF patients. IEEE Trans. Instrum. Meas.
2013, 62, 553–569. [CrossRef]

26. Lim, S.; Oh, T.H.; Choi, Y.B.; Lakshman, T. Security Issues on Wireless Body Area Network for Remote
Healthcare Monitoring. In Proceedings of the 2010 IEEE International Conference on Sensor Networks,
Ubiquitous, and Trustworthy Computing, Newport Beach, CA, USA, 7–9 June 2010; pp. 327–332.

http://dx.doi.org/10.1016/j.sysarc.2014.01.008
http://dx.doi.org/10.1109/ACCESS.2015.2437951
http://dx.doi.org/10.1016/j.future.2017.04.036
http://dx.doi.org/10.1007/s11227-013-1021-9
http://dx.doi.org/10.1109/CCNC.2015.7158084
http://dx.doi.org/10.3390/s17102302
http://www.ncbi.nlm.nih.gov/pubmed/28994743
http://dx.doi.org/10.1016/j.irbm.2015.01.009
http://dx.doi.org/10.1016/j.comnet.2016.01.009
http://dx.doi.org/10.1109/TIM.2012.2218681


Sensors 2017, 17, 2650 19 of 19

27. Rushanan, M.; Rubin, A.D.; Kune, D.F.; Swanson, C.M. SoK: Security and Privacy in Implantable Medical
Devices and Body Area Networks. In Proceedings of the 2014 IEEE Symposium on Security and Privacy,
San Jose, CA, USA, 18–21 May 2014; pp. 524–539.

28. Ondiege, B.; Clarke, M.; Mapp, G. Exploring a New Security Framework for Remote Patient Monitoring
Devices. Computers 2017, 6, 11. [CrossRef]

29. Kumar, P.; Lee, H.-J. Security Issues in Healthcare Applications Using Wireless Medical Sensor Networks: A
Survey. Sensors 2012, 12, 55–91. [CrossRef] [PubMed]

30. Park, Y.J.; Seong, K.E.; Jeong, S.Y.; Kang, S.J. Self-Organizing Wearable Device Platform for Assisting and
Reminding Humans in Real Time. Mob. Inf. Syst. 2016, 2016, 1–15. [CrossRef]

31. Kermarrec, A.; Triantafillou, P. XL peer-to-peer pub/sub systems. ACM Comput. Surv. 2013, 46, 1–45.
[CrossRef]

32. Wadhwa, R.; Mehra, A.; Singh, P.; Singh, M. A pub/sub based architecture to support public healthcare
data exchange. In Proceedings of the 2015 7th International Conference on Communication Systems and
Networks (COMSNETS), Bangalore, India, 6–10 January 2015; pp. 1–6.

33. Hintjens, P. ZeroMQ: Messaging for Many Applications; O’Reilly Media, Inc.: Sebastopol, CA, USA, 2013; p. 493.
34. Khattak, H.A.; Ruta, M.; Di Sciascio, E. CoAP-based healthcare sensor networks: A survey. In Proceedings of

the 2014 11th International Bhurban Conference on Applied Sciences & Technology (IBCAST), Islamabad,
Pakistan, 14–18 January 2014; pp. 499–503.

35. Ghamari, M.; Janko, B.; Sherratt, R.; Harwin, W.; Piechockic, R.; Soltanpur, C. A Survey on Wireless Body
Area Networks for eHealthcare Systems in Residential Environments. Sensors 2016, 16, 831. [CrossRef]
[PubMed]

36. Kim, B.-S.; Kim, K.; Kim, K.-I. A Survey on Mobility Support in Wireless Body Area Networks. Sensors 2017,
17, 797. [CrossRef] [PubMed]

37. Chi, M.; Yang, J.; Liu, Y.; Li, Z. A Traffic Prediction Model for Self-Adapting Routing Overlay Network in
Publish/Subscribe System. Mob. Inf. Syst. 2017, 2017, 8. [CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.3390/computers6010011
http://dx.doi.org/10.3390/s120100055
http://www.ncbi.nlm.nih.gov/pubmed/22368458
http://dx.doi.org/10.1155/2016/6048213
http://dx.doi.org/10.1145/2543581.2543583
http://dx.doi.org/10.3390/s16060831
http://www.ncbi.nlm.nih.gov/pubmed/27338377
http://dx.doi.org/10.3390/s17040797
http://www.ncbi.nlm.nih.gov/pubmed/28387745
http://dx.doi.org/10.1155/2017/8429878
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Related Research 
	Self-Organizing Middleware Platform and Self-Organizing Localized IoT Messaging Hub 
	NAT Traversal 
	Healthcare Monitoring 

	Concept of Proposed Monitoring and Streaming Service 
	Overview of Proposed Monitoring and Streaming Service 
	Concept of Streaming Service in a Public Network 
	Concept of Streaming Service in a Private Network 
	Concept of Monitoring Mobile App 

	Detail Design of Streaming Service 
	Streaming Service between Mobile App and SLIM Hub 
	Streaming Service between SLIM Hub in a Private Network 
	Streaming Service between SLIM Hub and Measurement Device 

	Implementation and Performance Evaluation 
	Test Environment 
	Evaluation of Service Start Time in a Public Network 
	Evaluation of Jitter 
	Connectivity Check in a Private Network 

	Discussion 
	Conclusions and Future Work 

