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O I N R e

1. Problem of Over fitting in Deep Learning Architecture

Deep Learning models like Dense Neural Networks (DNN), Convolutional Neural
Networks (CNN), and Recurrent Neural Networks (RNN) are achieving outstanding results
in different areas including bioinformatics. However, these models suffer the problem of
overfitting if the training datasets are small. We trained 4-Layered DNN, and 4-Layered
CNN with a dropout of 0.5 for dataset ACP740, which consists of a large sample proportion
compared with ACP240. The result of the training and testing of the models (DNN and
CNN) on the dataset ACP740 are shown in Figure S1. These plots show that the trained
models overfit after few epochs so they cannot generalized to new data points.
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Figure S1. Over fitting Problem in DNN and CNN for Anticancer Peptide Dataset.

2. Dataset construction and featurization

We constructed a new dataset with 0.35% sequence cut-off using CD-HIT program for
building new training and testing datasets. The newly constructed training dataset is called
ACP614, and the newly constructed test data is called ACP214. ACP214 dataset was used
as the independent test data for evaluation of prediction performance of model. ACP614
dataset, consisting of 277 positive sequences labelled as 1" and 337 negative sequences
labelled as '0’, was used for training the model. ACP214 dataset (independent dataset)
integrated the test dataset used in ACP-DL(ACP240),Deep ACP(ACP162) and applied CD-
HIT of 0.35% for removing high redundancy. It consist of 118 positive sequences labelled as
"1” and 96 negative sequences labelled as ‘0. Firstly the trained model on dataset ACP740
and ACP240 was evaluated on the independent dataset ACP214 .The result of the model
performance is shown in Figure S2.
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Performance of Model on Independent Test Dataset-ACP214
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Figure S2. Performance Metrics for Machine Learning Models on independent test dataset ACP214.

The machine learning models shown in Figure S2 were trained on ACP614 using the
concatenated feature [BPF+AAINDEX+AAC] with data augmentation. The results show
that the adaptive boosting classifier outperformed the other machine learning models. The
ACC and MCC of the adaptive boosting method(ADA) with data augmentation on the test
dataset ACP214 was 61.56% and 20.04%. Compared to the 5-fold cross-validation method
using the data set with 0.90% cut-off, the model performs satisfactorily for the independent
dataset ACP214. This result indicated that most of the sequences in the training and test
sets were highly redundant in ACP740 and ACP240 and therefore ACP-DA, DeepACP,
ACP-DL, and AntiCP2.0 had achieved higher ACC and MCC values.

In addition to the performance of the model, we evaluated the feature importance.
Comparing the feature performance on training data sets ACP740 and ACP240, we captured
the rank of the features with low priority and high priority. The summary of the feature
importance is represented in Figure S3.

ACP740 ACP240
Feature Importance Feature Importance
B —— 00 M—
[ —— —
| — [
i 1
E g
2w E Sk
LI & =
50 B 0B
2 =

Figure S3. Feature Importance for prediction based on BPEAAINDEX and AAC.

In Figure S3, the dimension of 0-139 represents the BPF, 140-189 represents the AAIN-
DEX, and 190-209 represents the AAC. AAINDEX has more weight for classifying anticancer
peptides whereas the model prioritizes the BPF with a low score for prediction. This justi-
fies that AAINDEX and AAC are good sequential computational features for identifying
anticancer peptides in a sequence-based prediction.

2.1. Performance comparison with existing methods

For evaluating the performance of the proposed model on the independent test dataset,
we selected the ACP-DA and Deep ACP.The independent test dataset ACP214 was retrieved
from the combination of an alternate test dataset used in ACP-DA called ACP240 and
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DeepACP with independent test datasets ACP162. However, to retrieve the sequence
with lower redundancy, we applied CD-HIT of 0.35% over the concatenated dataset to
remove the duplicate sequence from the test dataset. The performance comparison with
those datasets with high redundancy 0.90% cut-off is not applicable, but to validate the
performance of the model, we compared our proposed method performance with those
control methods as shown in Table S1.

Table S1. Comparison of performance of existing method on independent test data and its perfor-
mance metrics.

Dataset Method ACC% MCC%
ACP240 ACP-DA 88.33 72.03
ACP162 DeepACP 82.93 66.32
ACP214* ACP-ADA* 61.56 20.04

The reason for ACP-DA, and DeepACP to achieve the higher ACC and MCC was,
most of the sequences are redundant in the test set. Those methods used the cut-off of 0.90%
for training and independent test dataset and the number of sequences was higher in the
proportion corresponding to positive and negative sequences for evaluation. However, we
applied the peptide test set using CD-HIT of 0.35%, which has relatively fewer samples for
evaluation in terms of ACC and MCC. Because of this, our method achieved an accuracy
of 61.56% for the independent test dataset ACP214. Comparative to those methods, the
data set we used for evaluation is different but achieved the remarkable ACC. Notation ™*’
represents the proposed method and newly constructed dataset used for the evaluation of
model performance.

2.2. Training and Test Dataset with CD-HIT of 0.35%

All the training(ACP614) and test data(ACP214) were featured based on the sequential
order information called Binary Profile Feature, Amino Acid Index, and Amino Acid
Composition. Besides this, the evolutionary features called Position Specific Scoring
Matrix(PSSM)[2] which have a robust prediction for the protein-related problem has been
added to concatenated feature for evaluating the efficacy for recognition of anticancer
peptides.

Motifs of evolutionary preserved peptide sequence provide important information
relating to peptide and protein binding site and recognition. Different statistical predicting
features can be extracted using these statistics. Mostly, Position Specific Scoring Met-
rics(PSSM) and Hidden Markov Model Features (HMM) were used for extracting the
probability of the presence of certain amino acids at specific positions in the sequence to
find similar protein sequences. For adding the evolutionary information with sequence
order information, we choose PSSM as an additional feature to add with 210-dimensional
sequential features. Though Hidden Markov features are gaining success in protein-related
problems such as binding site prediction, we choose PSSM as an evolutionary feature
and the dimension of the features is too large which may reduce the performance of the
model. Machine learning models show weak performance for a high-dimensional feature
for prediction.

PSSM features were extracted using PSI-BLAST v2.10.1(USA)[3].This method uses the
UniRef90 database(v90,Washington DC,USA)[4]. The parameters and the setting of these
both tools were configured as suggested by Zeng et al[5]. This methodology provided a 20-
dimensional feature vector as output and normalized between 0 and 1 by using minimum
and maximum values from overall features present in the training set.

2.3. Performance of machine learning classifiers on independent test data set without PSSM

We trained the machine learning models with this newly constructed dataset ACP614
and evaluated them on test data set following the similar configuration of redundancy
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cutoff off of 0.35%. The performance of the models are visualized in the Table S2. In this
method, the concatenated features [BPF+AAINDEX+AAC] were used. The prediction
performance for the selected machine learning models was carried out.Comparing the
results of different machine learning models, Adaptive boosting classifier performed well,
for which the ACC and F1 scores were higher among all classifier. The adaptive boosting
method(ADA) achieved on the test dataset an ACC of 64.32% and F1 score of MCC of
66.53%. Compared with the 5-fold cross validation method, using the data set with 0.90%
cut off, the model performs poorly for the independent dataset ACP214 with CD-HIT
of 0.35%. This result indicates that most of the sequences in the training samples were
similar to the testing data set in ACP740 and ACP240, and ACP-DA,DeepACP,ACP-DL
and AntiCP2.0 had achieved the higher ACC and F1 score value for the same reason.

Table S2. Performance of machine learning classifiers on independent test dataset ACP214 and its
performance metrics(The best metrics are in bold)

Lx Method ACC% PRE% SEN% SPE% F1 Score%
50 MLP 57.47 62.34 59.64 55.04 61.32
50 SVM 57.09 60.32 68.34 44.32 63.32
50 RF 57.47 60.32 69.45 48.62 57.34
50 KNN 50.93 56.02 53.00 49.32 54.32
50 ET 56.02 59.03 68.03 42.03 63.12
50 GB 56.32 59.03 70.00 40.67 64.32
50 ADA 64.32 63.42 69.98 58.00 66.53

We evaluated the performance of the model selectively on the independent test dataset
ACP214 with this length. Compared with other models such as MLP, SVM, RF, KN, ET, and
GB, the ADA method achieved the maximum accuracy of 64.32% with F1 Score of 68.76%.
This result suggests that ADA is capable of performing well on the dataset ACP614 and test
dataset ACP214 as shown in Table S2.So0, the ADA model is selected as the final classifier as
it performed well on the test data set ACP214.

Comparing the performance of this model on the test dataset ACP214 is not reliable
with the other control methods for classification of anticancer peptides because the test
data we used are different and have cut-off threshold of 0.35%. All those control method
used cut-off of 0.90% for both training and test datasets which is similar to our ACP740
and ACP240..

2.4. Performance of machine learning classifiers on independent test dataset with PSSM

In order to evaluate the efficacy of PSSM as a evolutionary sequence feature called as
position specific scoring matrix, we concatenated this feature to the training dataset and
test dataset created using the CD-HIT 0.35%.Furthermore we evaluated the performance
of the machine learning model and compare the results on test dataset without PSSM
and with PSSM as the additional feature.The robustness of sequence order feature and
evolutionary feature for prediction is evaluated on our newly created test dataset ACP214
with CD-HIT 0.35%.In addition to the BPF, AAINDEX and AAC which resulted in 210
dimensional feature, for each sequence with the length of 50 were encoded into 50*20
dimensional features.The resulted dimension for each sequence was 50*20, where this
dimension was flattened into 1000*1 to represent the each sequence.Hence the training
and test data set sequence were represented with 1210 dimensional feature. Finally, to
evaluate the performance of the model,we tested the efficacy of the model with PSSM as as
sequential evolutionary features with sequence order feature hybridization and compared
the model performance without PSSM and with PSSM interms of ACC and F1 Score.
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Table S3. Performance of machine learning classifiers on independent test dataset ACP214 with
PSSM (The best metrics are in bold)

Lx Method ACC% PRE% SEN% SPE% F1 Score%
50 MLP 54.05 49.04 73.08 39.00 59.02
50 SVM 54.05 49.03 71.03 40.13 54.54
50 RF 4947 46.02 71.00 32.56 56.02
50 KNN 60.81 55.08 70.32 54.00 58.02
50 ET 54.72 49.56 74.01 39.00 59.00
50 GB 51.35 60.00 71.24 35.02 57.00
50 ADA 62.42 61.42 64.42 58.00 62.32

Performance Comparison without PSSM and with PSSM
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Figure S4. Comparison of model performance on test dataset ACP214 without PSSM and with PSSM.

We tested PSSM features on the training and test datasets created using the CD-HIT of
0.35%. The results show that the ADA model still performing the best in the prensence of
PSSM features it is less in the case of training the model without PSSM features. The Table
53 shows the detailed results of different machine learning models on ACP214 using PSSM
features. Figure 54 shows the comparison between different machine learning models on
ACP214 with and without PSSM. The results suggest that including PSSM did not improve
the performance of the final model.

3. Anticancer peptide recognition efficacy on length of peptide

We tested the lengths of 40, 50, and 60 and selected the length with best ACC. Experi-
mentally, from 5-fold cross validation method on this different length of peptides with the
two data sets: ACP740 and ACP240, most of the peptides with length >=50 were correctly
classified as anticancer with high ACC and MCC values. On the other hand, the length 40
showed less performance as shown in Table S4.

Table S4. Performance of model on peptide with different length.

Dataset Lx ACC% MCC%
ACP740 40 85.54 71.25
ACP740 50 86.48 73.19
ACP740 60 85.94 72.86
ACP240 40 86.66 73.19
ACP240 50 90.83 81.65

ACP240 60 90.78 78.30
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