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Abstract: Thromboembolic disorders, arising from abnormal coagulation, pose a significant risk
to human life in the modern world. The FDA has recently approved several anticoagulant drugs
targeting factor Xa (FXa) to manage these disorders. However, these drugs have potential side effects,
leading to bleeding complications in patients. To mitigate these risks, coagulation factor IXa (FIXa)
has emerged as a promising target due to its selective regulation of the intrinsic pathway. Due to the
high structural and functional similarities of these coagulation factors and their inhibitor binding
modes, designing a selective inhibitor specifically targeting FIXa remains a challenging task. The
dynamic behavior of protein–ligand interactions and their impact on selectivity were analyzed using
molecular dynamics simulation, considering the availability of potent and selective compounds for
both coagulation factors and the co-crystal structures of protein–ligand complexes. Throughout the
simulations, we examined ligand movements in the binding site, as well as the contact frequencies
and interaction fingerprints, to gain insights into selectivity. Interaction fingerprint (IFP) analysis
clearly highlights the crucial role of strong H-bond formation between the ligand and D189 and
A190 in the S1 subsite for FIXa selectivity, consistent with our previous study. This dynamic analysis
also reveals additional FIXa-specific interactions. Additionally, the absence of polar interactions
contributes to the selectivity for FXa, as observed from the dynamic profile of interactions. A contact
frequency analysis of the protein–ligand complexes provides further confirmation of the selectivity
criteria for FIXa and FXa, as well as criteria for binding and activity. Moreover, a ligand movement
analysis reveals key interaction dynamics that highlight the tighter binding of selective ligands to the
proteins compared to non-selective and inactive ligands.

Keywords: blood coagulation factor; molecular dynamics simulation; selectivity; FIXa; FXa

1. Introduction

Blood coagulation plays a crucial role in maintaining hemostasis. However, deviations
from normal coagulation can have severe consequences, leading to a range of coagulation-
associated disorders [1–3]. Among these disorders, atrial fibrillation stands out as a signifi-
cant contributor, as it promotes the formation of blood clots, thereby precipitating various
clinical pathological conditions, including arterial [4] and venous thrombosis [5], heart
attacks, ischemic strokes [6], pulmonary embolisms [7], and cardiac strokes [8]. Collectively,
these conditions fall under the category of thromboembolic disorders, which continue to
pose substantial threats to both mortality and disability rates in the modern era [1–3]. In
addressing these disorders, anticoagulants have emerged as the established treatment and
can effectively manage thromboembolic disorders and improve patient condition. These
medications work by preventing the formation of blood clots or by breaking up existing
clots. Anticoagulants can be used to prevent or treat a variety of thromboembolic disorders,
including atrial fibrillation, deep vein thrombosis, and pulmonary embolisms.

Recent advancements have led to the approval of several direct oral anticoagulants
(DOACs) [9,10] by the FDA which target factor Xa (FXa) and offer a more direct regulation of
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coagulation pathways. Although DOACs exhibit improved bleeding risk profiles compared
to heparin [11] and warfarin [12], which work in an indirect way, they still need to be
prescribed with caution. Nevertheless, it is important to note that DOACs such as apixa-
ban [13,14], rivaroxaban [15,16], letaxaban [17], and eribaxaban [18] do not eliminate the risk
of bleeding entirely, as they target the common coagulation process pathway. As a result,
the search for safer and selective anticoagulants remains a challenging and active area of
research. In order to address the partial bleeding risk associated with current anticoagulant
therapies, an alternative therapeutic strategy has been proposed to discover agents that can
selectively modulate the intrinsic coagulation pathway without interfering with the extrinsic
or common pathway [19–22]. This approach aims to strike a delicate balance between clot
formation and blood fluidity. Inhibiting specific coagulation factors within the intrinsic
pathway has emerged as an appealing target for thromboembolic disorders, offering the
potential to reduce the bleeding risk. One such target is factor IXa (FIXa), situated just
upstream of factor Xa (FXa) in the downstream propagation of coagulation [3] (Figure S1 in
the Supplementary Materials). This strategy hypothesizes and validates the use of selective
FIXa inhibitors that can improve bleeding risk profiles while maintaining a similar efficacy to
FXa inhibitors. The underlying principle of this approach lies in selective intrinsic pathway
regulation while sparing targets in the extrinsic and common pathways [3].

Selectivity can be achieved through various approaches, including expanding small active
molecules to larger compounds with increased interactions, designing analogues with selective
interactions, and incorporating the required interactions into lead molecules [23–27]. While
Congreve and coworkers [25,28] demonstrated the possibility of growing small molecules
with improved selectivity, Eshleman and coworkers [29] emphasized the significance of
designing analogues with selective interactions. Additionally, studies by Wacker and
coworkers [26,30] highlighted the role of binding site structural differences and amino
acid sequence variations to achieve selective inhibition. The pharmacological behavior of
a ligand, including its binding, biological activity, potency, and selectivity, is postulated
to be influenced by the strength of the protein–ligand interaction [29]. This strength, in
turn, depends on the distances between the interaction points between the ligand and
protein, which undergo changes during dynamic processes. Thus, the dynamic behavior
of these interactions holds significant importance in understanding the pharmacological
behavior, such as ligand potency and selectivity [31–33]. To investigate the target selectivity
of a ligand, we employ molecular dynamics simulation, allowing us to gain valuable
insights into the dynamic nature of protein–ligand interactions and its implications on
pharmacological properties.

In our previous study [3], we conducted a structure-based investigation utilizing
cross docking and pharmacophore-based methods to explore selectivity criteria based on
protein–ligand interactions in co-crystal structures. While X-ray co-crystal structures pro-
vide valuable insights into the compact and static structures of protein–ligand complexes,
their ability to capture the functional dynamics and movements of these complexes is
limited. Recognizing that a static structure alone cannot account for functionality, the use
of molecular dynamics simulation offers a more realistic approach to studying functional
dynamics and movements to understand protein–ligand interactions. In this study, we
conducted molecular dynamics simulation to investigate the dynamic behavior of protein–
ligand interactions and explore how the interaction strength can help determine selectivity
criteria in FIXa and FXa. These findings provide crucial information for understanding
the selectivity mechanisms of FIXa and FXa, offering potential avenues for the design of
selective inhibitors to target these proteins.

2. Results and Discussion
2.1. Basic Analysis

A basic analysis was performed on the combined trajectories, which consisted of
three sets of 100 ns simulations. Prior to the analysis, the structure of the entire trajectory
was aligned to the Cα atom of the protein. The complexes’ structural stability during the
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simulation was evaluated using the RMSD. Across all 22 protein–ligand complexes, the
average RMSD values of the protein Cα atoms (as shown by the red lines in Figure S2) were
approximately 1.5 Å. Notably, differences in the RMSD profiles of the heavy ligand atoms
(represented by the black lines in Figure S2) were observed between the ligand datasets.
Comparing the FIXa and FXa complexes in (a) and (b) of Figure S2, it can be observed that
the RMSD profiles of the active protein–ligand complexes were more stable than those of
the complexes with inactive proteins, with lower average RMSD values. This observation is
further supported by the comparison of active ligands in Figure S2c and inactive ligands in
Figure S2d. The RMSF plot (Figure S3) illustrates the residue flexibility of the heavy chain
during the simulation. Similar patterns in the RMSF plots of the protein’s heavy chain were
observed in the protein–ligand complexes of FIXa (Figure S3a) and FXa (Figure S3b). The
residues in the loop region of the protein exhibited high fluctuations.

2.2. Ligand Dynamics

FIXa and FXa binding sites were divided into several subsites (S1, S2, S3, and S4
(Figure 1b)). The ligands that bind to these sites are also segmented into corresponding
fragments (P1, P2, P3, and P4 (Figure 1b)). Ligand dynamics within the binding site were
assessed during the MD simulations to obtain information regarding affinity. Atomic
coordinates throughout the entire simulation were extracted for three atoms located at P1,
P2, and P4. These atom coordinates are presented in Figure 2 to evaluate ligand movement
and flexibility. When comparing ligands with selectivity for FIXa or FXa (Datasets 1 and 2),
more diffused ligand movements were observed in complexes with non-selective proteins
(Figure 2a: FIXa selective and Figure 2b: FXa selective). This difference was particularly
pronounced for the selected atoms from P2 and P4, which interact with residues of the S2
and S4 binding subsites (Figure 1a) located on the protein surface. In contrast, atoms from
P1, which interact with the S1 site buried inside the protein, exhibited more confined ligand
movements. This trend was further supported by a comparison with Dataset 3 (Figure 2c;
active for both FIXa/FXa) and Dataset 4 (Figure 2d; inactive for both FIXa/FXa). Ligands
in Dataset 3, showing affinity for both FIXa and FXa, displayed stable ligand dynamics
characterized by dense atomic coordinates (more confined) throughout the simulation.
Conversely, in Dataset 4, P2 and P4 exhibited a higher mobility (more diffused). These
findings indicate that the binding of proteins with a lower activity is associated with
instability.

Figure 1. (a) The binding mode of the co-crystallized ligand (PDB 2P16) in the binding site of FXa.
The surface colors are based on hydrophobicity [34], from blue, which is the most hydrophilic, to
white and red, which are the most hydrophobic. S1, S2, S3, and S4 are the binding site subsites.
(b) All the ligands in the protein–ligand complex are aligned to FIXa. P1, P2, P3, and P4 are the
corresponding regions of the ligands that occupy the binding site subsites.
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Figure 2. Ligand movement patterns upon binding with FIXa and FXa were evaluated. To assess ligand
dynamics, three specific ligand atoms were selected from the P1, P2, and P4 regions of the ligand (blue:
nitrogen, red: oxygen, green: chlorine, others: carbon). The atom coordinates were extracted from the
entire trajectory of the three replicated 100 ns simulations and are presented in the figure. Each figure
shows atomic movement patterns for ligands that are (a) FIXa selective, (b) FXa selective, (c) active for
both factors, and (d) inactive for both factors.

2.3. Contact Analysis of Protein–Ligand Complex

The binding affinity to FIXa and FXa was investigated through contact frequency
analysis, utilizing the contactFreq.tcl script in VMD as illustrated in Figures 3 and 4. The
study focused on two types of contacts, namely hydrogen bonds and hydrophobic inter-
actions, throughout the MD simulations. Overall, the majority of the 11 ligands formed
hydrogen bonds with G216 and engaged in hydrophobic contacts with Y99, F174, and W215
in both FIXa and FXa complexes. These residues that interact with P4 are recognized as
crucial binding sites that form a hydrophobic box [35,36]. Notably, complexes involving an
inactive protein exhibited lower hydrophobic contact frequencies with these three residues
(Figures 3b,d and 4a,d), thereby influencing the ligand dynamics observed in Figure 2d.

In the FIXa and ligand complexes, hydrophobic contacts were observed between
P1 and I213, while hydrogen bonds were formed with D189 and S190 of the S1 subsite
(Figure 3). Similarly, in the case of P1 binding to the S1 subsite of FXa, hydrophobic contacts
were observed with V213 and hydrogen bonds were formed with D189 and A190 of the S1
subsite (Figure 4). The interaction between the ligand and the S1 subsite is of significant
importance when designing inhibitors targeting FIXa and FXa [37,38].

A notable difference was observed when comparing contacts between FIXa and active
and inactive ligands (Figure 3a,c and Figure 3b,d, respectively). A hydrophobic contact
with H147 at P2 was commonly found in FIXa complexes with 1, 7, 8, and 9 (FIXa:1, FIXa:7,
FIXa:8, and FIXa:9 in Figure 3a,c). The interaction between the binding site and P2 of the
ligands, which is a flexible region in the FIXa complex, resulted in reduced ligand mobility,
thereby stabilizing the bond between P4 and the S4 subsite. Although ligands 2 and 3
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(FIXa:2 and FIXa:3 in Figure 3a) exhibited FIXa activity, no hydrophobic contact with H142
was observed. Experimental IC50 data (Table 1) confirmed that the activities of ligands
2 and 3 were lower than those of the ligands 7, 8, and 9 in Dataset 3 (Figure 3c). These
findings are consistent with the previous ligand dynamics analysis (Figure 2).

Figure 3. The average and standard deviation (in brackets) of protein–ligand contacts for ligand
binding with FIXa. The average contact was calculated by determining interactions with more than
40% contact in each run for protein–ligand complex systems. Hydrogen bonds are marked in blue
and hydrophobic contacts are marked in red.

In the case of the FXa complex, differences were also observed in P2 during contact
analysis with active ligands. A hydrogen bond was formed between P2 and a residue in
the binding subsite for ligands 4, 5, and 6 in Dataset 2 (Figure 4b). Q192 and E146 formed
a hydrogen bond in FXa:4, while G219 formed a hydrogen bond with FXa in FXa:5 and
FXa:6. These interactions contribute to the stability of the protein–ligand complex. When
the ligands from Dataset 1 (1, 2, and 3) and Dataset 4 (10 and 11) were bound to FXa, G218
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(identical to G219) formed a hydrogen bond with P1. These ligands exhibit relatively fewer
hydrophobic contacts between P4 and the S4 subsite and a lack of activity. These results
indicate that the interaction between P2 and S2 is also important in FXa.

Figure 4. The average and standard deviation (in brackets) of protein–ligand contacts for ligand
binding with FXa. The average contact was calculated by determining interactions with more than
40% contact in each run for protein–ligand complex systems. Hydrogen bonds are marked in blue
and hydrophobic contacts are marked in red.

2.4. Binding Free-Energy Calculation by MM-PBSA

To investigate the binding affinity between ligands and the two proteins, FIXa and FXa,
binding free-energy calculations were performed using the last 10 ns of the trajectory from
three replicated simulations of each system. After obtaining values from the three repeated
simulations, the average value was taken as the result. Figure S4 shows the binding free
energy between the ligands and FIXa/FXa. Based on these results, we attempted to evaluate
the ligand binding affinity with FIXa and FXa. Although it was not possible to rank the
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ligands in terms of binding affinity, we were able to determine which protein, FIXa or FXa,
exhibited a higher affinity for each ligand. The results were consistent with the experiment,
except for the protein–ligand complex bound to 1 and 10.

Additionally, we assessed the residues with high contribution energies for ligand binding
to FIXa and FXa in each system (Tables S1 and S2). Y99, F174, C191, Q192, W215, G216, and
C220 exhibited high contribution energies in most of the protein–ligand complexes for both
FIXa and FXa. In the contact analysis, we previously identified Y99, F174, W215, and G216
as important residues for binding ligands to FIXa and FXa. Through the analysis of residue
contribution energies, it was determined that Q192, C220, and C191, located in the S1 subsite,
contribute to the binding of all ligands to FIXa and FXa. In the FXa complex (Table S2), E217
and G218(219) were found to significantly contribute to ligand binding to FXa.

Even though the MM-PBSA method with an implicit solvent model shows some
limitations [39–41], it is a widely used method to estimate binding free energies [42–44].
However, binding free energy estimation is useful to qualitatively evaluate the binding
affinity between proteins and ligands. In our study, despite the limited insights into
selectivity gained from MM-PBSA protein–ligand complex calculations, key residues were
identified by analyzing their residue-wise contributions to ligand–protein interactions.

2.5. Binding Site Volume

The binding site volume was calculated to evaluate the binding stability and affinity of
the protein–ligand complexes. The calculation was performed at intervals of 1 ns for 100 ns.
After obtaining volume values from the three repeated runs, their average value was taken
as the result. In this analysis, it was assumed that if the ligand was stably bound to the
binding site, a reduction in the volume of the binding site would occur. While variations
could arise due to differences in the shape and size of the ligand, it was anticipated that
when the same ligand was bound to both FIXa and FXa, we could feasibly differentiate
which protein showed a greater binding affinity.

By comparing the binding site volume (as shown in Figure S5), the protein (FIXa
or FXa) that binds more stably to the ligand was confirmed. In the complexes involving
ligands 1, 2, 3, 8, 9, 10, and 11, the binding site volume of FXa was observed to be larger
than that of FIXa. In the Dataset 2 complexes (comprising ligands 4, 5, and 6), the binding
site volume of FIXa was observed to be greater than that of FXa. This observation was
consistent with the experimental IC50 values, as anticipated. In the complex involving
ligand 7 and FIXa/FXa, FIXa exhibited a larger binding site volume than FXa, contradicting
the trends observed in other results. This discrepancy resulted from substantial alterations
in ligand movement during Run 2 (Frame 2001-3000), as corroborated by the prior RMSD
findings (FIXa:7 in Figure S2c). A detailed trajectory analysis confirmed that the root cause
was a disrupted interaction between the P2 segment of the ligand and the S2 subsite of the
protein. Through this result, it was confirmed that the binding site volume reduced due to
tighter and more stable binding in complexes with a protein that has a high binding affinity.

2.6. Comparison of Static and Dynamic IFP

In a prior investigation on the selective inhibition of FIXa and FXa, Kundu et al. (2021)
primarily focused on molecular modeling studies that exclusively utilized X-ray co-crystal
structures. This study predominantly focused on static structural data, without delving
into dynamic behavior. In contrast, the current study takes a comprehensive approach,
extensively exploring the dynamic aspects of protein–ligand interactions. In this section, we
attempted to compare protein–ligand interaction fingerprints (IFPs) from static structural
data and dynamic data, called static IFPs and dynamic IFPs, respectively. A dynamic IFP
analysis was performed over three replicated 100 ns simulations for each system. The
ligands are listed for comparison for dynamic IFPs and static IFPs [3] in Tables S3 and S4 of
the Supplementary Materials. To facilitate an effective dynamic IFP analysis, interactions
with more than 40% occupancy of hydrogen bonds and pi–pi stacking were considered.
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In the dynamic IFPs of FIXa complexes, hydrogen bonds were formed between D189 and
S190 with ligands 1 and 2. Additionally, all ligands exhibited hydrogen bond formation with
G216 and displayed pi–pi stacking interactions with Y99, F174, and W215 of FIXa. However,
in the static IFPs of FIXa complexes, pi–pi stacking interactions were only observed with F174
and W215, and Y99 was not involved in these interactions. Notably, even ligand 2 did not
exhibit pi–pi stacking interactions with any residue of FIXa in the static IFP. Furthermore,
pi–pi stacking between H147 and the ligand’s P2 was not detected in the static IFP but was
observed for 7 in the dynamic IFP. The dynamic IFPs of the FXa complexes exhibited similar
hydrogen bonding interactions in both the dynamic and static IFPs. However, no hydrogen
bond was detected between ligand 6 and Q192 of FXa in the dynamic IFP. FXa complex pi–pi
stacking interactions differed between the dynamic and static IFPs. In the dynamic IFP, pi–pi
stacking interactions occurred in 4 and 5, although the occupancy was not notably high. No
such interactions occurred in ligand 6. In contrast, the static IFP analysis showed that all
ligands had pi–pi stacking interactions, but only with Y99 of FXa.

In the dynamic IFP, dynamically generated pi–pi stacking interactions were identified
that were not present in the static IFP. The dynamic IFP results for all datasets regarding
interactions other than hydrogen bonds and pi–pi stacking are given in Tables S5 and S6 in
the Supplementary Materials.

3. Materials and Methods
3.1. Preparation of Protein–Ligand Complexes

In this study, an investigation into the selectivity between two coagulation factors, FIXa
and FXa, which exhibit structural and functional similarities (Figure S6a) as well as inhibitor
binding mode similarities (Figure S6b–d), was performed with eleven ligands. The details
of these ligands are listed in Table 1. The ligands were categorized into four groups, as
illustrated in Figure 5: (i) Dataset 1: FIXa-selective ligands; (ii) Dataset 2: FXa-selective ligands;
(iii) Dataset 3: active ligands for both FIXa and FXa; and (iv) Dataset 4: inactive ligands for FIXa
and FXa. Among these, seven co-crystal structures of protein–ligand complexes were obtained
from the Protein Data Bank (PDB) (Berman et al., 2000 [45]): compounds 1 (PDB 5TNT [19]),
2 (PDB 5TNO [19]), 7 (PDB 4ZAE [22]), and 11 (PDB 4YZU [20]) bound to FIXa and compounds
4 (PDB 2P16 [13]), 5 (PDB 2W26 [15]), and 6 (PDB 3KL6 [17]) bound to FXa. For compounds 3,
8, 9, and 10, where co-crystal structures were not available, protein–ligand complex structures
were generated by aligning the ligands with the reference co-crystal structures using BIOVIA
Discovery Studio [46]. The structures of compounds 3 and 10 were taken from compound 3b
and 7 detailed by Sakurada et al. (2017) [19], respectively, and their ligand structures were
generated based on the co-crystal structure of 2. Similarly, the structures of compounds 8 and 9
were taken from compounds 15 and 17 determined by Zhang et al. (2015) [22], respectively, and
their ligand structures were generated using the co-crystal structure of 7. The resulting aligned
ligands were combined with FIXa to form the protein–ligand complex structure. Furthermore,
FIXa complexes were aligned with FXa (PDB 2P16), and FXa complexes were aligned with FIXa
(PDB 5TNT) to generate the complex structures of each protein–ligand pair. The protein–ligand
complexes were prepared for these eleven ligands with two proteins, FIXa and FXa, as shown
in Table 1. Therefore, a total of 22 protein–ligand complexes were used in this study.

Table 1. The experimental IC50 data and PDB ID of eleven ligands.

Dataset Compound hFIXa IC50 (nM) hFXa IC50 (nM) PDB ID (FIXa) PDB ID (FXa)

Dataset 1 a

FIXa selective

1 4.9 31,000 5TNT -
2 98 >100,000 5TNO -
3 172 >100,000 - -

Dataset 2
FXa selective

4 b Inactive 0.08 - 2P16
5 c Inactive 0.7 - 2W26
6 d Inactive 3.5 - 3KL6
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Table 1. Cont.

Dataset Compound hFIXa IC50 (nM) hFXa IC50 (nM) PDB ID (FIXa) PDB ID (FXa)

Dataset 3 e

Active for both FIXa and FXa

7 3.6 105 4ZAE -
8 8 195 - -
9 14.8 245 - -

Dataset 4
Inactive for both FIXa and FXa

10 a >3000 >100,000 - -
11 f 9000 62,500 4YZU -

a Sakurada et al. (2017) [19]. b Pinto et al. (2007) [13]. c Roehrig et al. (2005) [15]. d Fujimoto et al. (2010) [17].
e Zhang et al. (2015) [22]. f Parker et al. (2015) [20].

Figure 5. The 2D chemical structure of the 11 ligands.

3.2. Molecular Dynamics Simulation

In this study, all MD simulations were performed using GROMACS 2019.4 [47] with
the all-atom amber99sb force field [48]. Ligand topologies and parameters were generated
using Antechamber [49], and the charges were determined using the AM1-BCC [50] method.
The system was neutralized by adding Na+ and Cl− ions at a concentration of 0.15 mol/L.
The bonds were constrained using the LINCS algorithm [51]. For long-range electrostatic
interactions, the particle mesh Ewald (PME) method [52] was employed. A cutoff of
12 Åwas applied for both Van der Waals and short-range electrostatic interactions. The
simulation time step was set to 2 fs.

MD simulations were performed in a step-by-step process, starting with minimization,
followed by NVT (1 ns), NPT with restraints (1 ns), NPT without restraints (10 ns), and
production (100 ns) runs. During minimization, NVT, and the first NPT equilibration,
positional restraints were applied to the heavy atoms of both the protein and ligand utiliz-
ing a harmonic potential. Energy minimization was achieved using the steepest descent
algorithm implemented in GROMACS. Throughout NVT and the first NPT equilibration,
the temperature was controlled using the V-rescale method, set at 310 K. Additionally, a con-
stant pressure of 1 bar was set using the Berendsen method [53] in first NPT equilibration
run. Then, unrestrained NPT simulations were performed for 10 ns. Production simulations



Molecules 2023, 28, 6909 10 of 14

were run for 100 ns, and each was repeated three times. During the unrestrained NPT and
production simulations, the temperature was controlled using the Nosé–Hoover thermo-
stat [54,55], while the pressure was controlled utilizing the Parinello–Rahman barostat [56].
Basic analysis was carried out using VMD [57].

3.3. Computational Analysis
3.3.1. The Movement Level of Ligands

The long inhibitor binding sites of FIXa and FXa were divided into four subsites
(Figure 1a): S1, S2, S3, and S4. The ligands were also divided into four parts, P1, P2,
P3, and P4, (Figure 1b), corresponding to the inhibitor binding site subsites to which
they bind [3]. To examine the ligand dynamics, three atoms (marked in red, green, and
yellow in Figure S7), located at P1, P2, and P4 were chosen, and their coordinates were
extracted throughout the entire simulation from three independent replicate runs. The
extracted coordinates were overlaid onto the initial protein–ligand complex, enabling
evaluation of the protein–ligand binding stability by assessing the displacement of each
atom during the simulation.

3.3.2. Contact Frequency Calculation

Two types of protein–ligand contacts were calculated throughout the simulation using
the contactFreq.tcl script of VMD. Hydrogen bond contacts were determined by analyzing
identified hydrogen bond pairs within a cutoff distance of 3.5 Å using the gmx hbond tool
in GROMACS. van der Waals contacts were calculated within a cutoff distance of 4 Å.
For the analysis, only contacts that occurred in more than 40% of the entire trajectory
were included.

3.3.3. Binding Free-Energy Calculation

The binding free energy (∆Gbind) of the protein–ligand complex was calculated using
the molecular mechanics Poisson–Boltzmann surface area (MMPBSA) method [58].

∆Gbind = Gcomplex − (Gprotein + Gligand) (1)

The free energy of each individual entity is given by

∆Gx =< EMM > + < Gsolv > −TS (2)

where x is the protein–ligand complex, protein, or ligand. < EMM > and < Gsolv > are the
average molecular mechanics energy and the average solvation free energy, respectively.
< Gsolv > is separated into polar and non-polar terms. It is calculated using an implicit
solvent model. The polar terms are computed using the Poisson–Boltzmann (PB) equa-
tion, while the non-polar term is determined based on the solvent accessible surface area
(SASA) model.

To calculate the binding free energy, the g_mmpbsa package, developed by the Open
Source Drug Discovery Consortium [59], was utilized. This package enables binding free-
energy determination, excluding the entropic term, as well as an evaluation of the energetic
contributions of individual residues to the binding through an energy decomposition
scheme. The binding free energy and contribution energy analyses were performed every
0.1 ns using the final 10 ns (in total 100 frames from each run) of the 100 ns production
simulation. For the SASA approximation, the grid spacing was set to 0.5 Å and a probe
radius of 1.4 Å was used. The solvent dielectric constant was set to 80, while the solute
dielectric constant was set to 2.

3.3.4. Binding Site Volume Calculation

The binding site volumes of FIXa and FXa complexed with the 11 ligands were
calculated at 1 ns intervals during the MD simulations using Povme 3.0 [60]. A comparative
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analysis was performed to examine the dynamic variations of the binding sites when
different ligands were bound to both FIXa and FXa.

3.3.5. Protein–Ligand Interaction Fingerprint (IFP)

The interaction fingerprint (IFP) was calculated utilizing the Python package ProLIF
v.1.0.0 [61]. This tool enables computing various types of interactions, such as HBAcceptor,
HBDonor, hydrophobic, pi–pi stacking, cationic, and anionic interactions, from the MD
trajectory. The IFP was calculated at 0.1 ns intervals in each run of the three replicated
100 ns simulations.

4. Conclusions

The conclusion of this current work is consistent with that of our previous work
(Kundu et al. (2021) [3]); however, detailed dynamics profiles of the major protein–ligand
interactions provide further insights into interaction stabilities. A number of minor in-
teractions were also identified in this study which play an important role statistically in
determining whether the overall binding is favorable.

The interaction fingerprint (IFP) analysis clearly reveals that formation of a strong hydro-
gen bond between the ligand and D189 and A190 at the S1 subsite is crucial for FIXa selectivity,
consistent with the conclusion of our previous study (Kundu et al. (2021) [3]). This dynamic
analysis identifies several more interactions that are specific to FIXa (see Tables S5 and S6).
The absence of polar interactions contributes to the selectivity of FXa, which is another
important finding obtained from the interactions’ dynamic profiles (see Table S6). Addi-
tional confirmation of the selectivity criteria for FIXa and FXa, as well as some criteria for
binding and activity, is provided by the contact frequency analysis of the protein–ligand
complexes (Figures 3 and 4). The movement of the key interactions emphasizes that selec-
tive ligands are bound more tightly to the protein than non-selective and inactive ligands
(Figure 2). MM-PBSA and binding site volume analyses were performed to determine
binding affinities, and although limited, proteins with a high affinity for each ligand were
distinguished. A residue-wise energy contribution analysis of MM-PBSA was provided
to identify the specific residues located near the binding site, with the results consistent
with other analyses. Molecular dynamics simulation provided a detailed overview of
the binding interactions between the two coagulation factors, FIXa and FXa, and their
respective inhibitors. Our findings shed light on the structural and dynamic basis for
selective inhibition of FIXa over FXa and offer insights into potential strategies to develop
new treatments for blood clotting disorders.
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of the blood coagulation process; Figure S2: RMSD profiles of protein Cα (red) and heavy ligand
atoms (black) during the entire trajectory of three replicated 100 ns MD simulations; Figure S3: The
average RMSF plot with standard deviation of heavy chain during three replicated 100 ns simulations;
Figure S4: Average protein–ligand binding free energy in the last 10 ns of three replicated 100 ns
simulations; Figure S5: Average binding site volume of FIXa (yellow) and FXa (green) of three
replicated simulations on each system; Figure S6: The crystal structures and ligand binding sites
of factor IXa and factor Xa; Figure S7: Selected atoms for ligand dynamic analysis; Table S1: The
top 10 residues regarding residual contribution energy between 11 ligands and FIXa; Table S2: The
top 10 residues regarding residual contribution energy between 11 ligands and FXa; Table S3: The
protein–ligand interactions of FIXa and FXa complexes during dynamic simulations; Table S4: The
protein–ligand interactions of co-crystal structure from Kundu et. al. (2021) [3]; Table S5: The protein–
ligand interactions of FIXa complexes with more than 40% occupancy during dynamic simulations;
Table S6: The protein–ligand interactions of FXa complexes with more than 40% occupancy during
the dynamic simulations.

https://www.mdpi.com/article/10.3390/molecules28196909/s1
https://www.mdpi.com/article/10.3390/molecules28196909/s1


Molecules 2023, 28, 6909 12 of 14

Author Contributions: Conceptualization, S.K. and H.J.Y.; methodology, H.J.Y.; formal analysis, H.J.Y.
and S.K.; data curation, H.J.Y. and S.K.; visualization, H.J.Y.; writing—original draft preparation, H.J.Y.
and S.K.; writing—review and editing, S.W.; supervision, S.W.; project administration, S.W.; funding
acquisition, S.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the National Research Foundation (NRF) of Korea under
the Grant Number (2021R1F1A10641141261782064340102) (SW).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflicts of interest.

Sample Availability: Samples of the compounds are not available from the authors.

Abbreviations
The following abbreviations are used in this manuscript:

DOAC Direct Oral Anticoagulants
FIXa Activated Coagulation Factor IX
FXa Activated Coagulation Factor X

References
1. Fischer, P.M. Design of Small-Molecule Active-Site Inhibitors of the S1A Family Proteases as Procoagulant and Anticoagulant

Drugs. J. Med. Chem. 2018, 61, 3799–3822. [CrossRef] [PubMed]
2. Kabankin, A.S.; Sinauridze, E.I.; Lipets, E.N.; Ataullakhanov, F.I. Computer Design of Low-Molecular-Weight Inhibitors of

Coagulation Factors. Biochemistry 2019, 84, 119–136. [CrossRef] [PubMed]
3. Kundu, S.; Wu, S. A Structure Based Study of Selective Inhibition of Factor IXa over Factor Xa. Molecules 2021, 26, 5372. [CrossRef]
4. Phillips, D.R.; Conley, P.B.; Sinha, U.; Andre, P. Therapeutic approaches in arterial thrombosis. J. Thromb. Haemost. 2005,

3, 1577–1589. [CrossRef] [PubMed]
5. Wolberg, A.S.; Rosendaal, F.R.; Weitz, J.I.; Jaffer, I.H.; Agnelli, G.; Baglin, T.; Mackman, N. Venous thrombosis. Nat. Rev. Dis. Prim.

2015, 1, 15006. [CrossRef] [PubMed]
6. Feske, S.K. Ischemic Stroke. Am. J. Med. 2021, 134, 1457–1464. [CrossRef]
7. Goldhaber, S.Z.; Bounameaux, H. Pulmonary embolism and deep vein thrombosis. Lancet 2012, 379, 1835–1846. [CrossRef]
8. Oppenheimer, S.M.; Hachinski, V.C. The Cardiac Consequences of Stroke. Neurol. Clin. 1992, 10, 167–176. [CrossRef]
9. Fredenburgh, J.C.; Weitz, J.I. New anticoagulants: Moving beyond the direct oral anticoagulants. J. Thromb. Haemost. 2021,

19, 20–29. [CrossRef]
10. Heestermans, M.; Poenou, G.; Hamzeh-Cognasse, H.; Cognasse, F.; Bertoletti, L. Anticoagulants: A Short History, Their

Mechanism of Action, Pharmacology, and Indications. Cells 2022, 11, 3214. [CrossRef]
11. Oduah, E.I.; Linhardt, R.J.; Sharfstein, S.T. Heparin: Past, Present, and Future. Pharmaceuticals 2016, 9, 38. [CrossRef] [PubMed]
12. Wu, S.; Chen, X.; Jin, D.Y.; Stafford, D.W.; Pedersen, L.G.; Tie, J.K. Warfarin and vitamin K epoxide reductase: A molecular

accounting for observed inhibition. Blood 2018, 132, 647–657. [CrossRef] [PubMed]
13. Pinto, D.J.P.; Orwat, M.J.; Koch, S.; Rossi, K.A.; Alexander, R.S.; Smallwood, A.; Wong, P.C.; Rendina, A.R.; Luettgen, J.M.;

Knabb, R.M.; et al. Discovery of 1-(4-Methoxyphenyl)-7-oxo-6-(4-(2-oxopiperidin-1-yl)phenyl)-4,5,6,7-tetrahydro-1H-pyrazolo[3,4-
c]pyridine-3-carboxamide (Apixaban, BMS-562247), a Highly Potent, Selective, Efficacious, and Orally Bioavailable Inhibitor of
Blood Coagulation Factor Xa. J. Med. Chem. 2007, 50, 5339–5356. [CrossRef]

14. Connolly, S.J.; Eikelboom, J.; Joyner, C.; Diener, H.C.; Hart, R.; Golitsyn, S.; Flaker, G.; Avezum, A.; Hohnloser, S.H.; Diaz, R.; et al.
Apixaban in Patients with Atrial Fibrillation. N. Engl. J. Med. 2011, 364, 806–817. [CrossRef]

15. Roehrig, S.; Straub, A.; Pohlmann, J.; Lampe, T.; Pernerstorfer, J.; Schlemmer, K.H.; Reinemer, P.; Perzborn, E. Discovery of the
Novel Antithrombotic Agent 5-Chloro-N-({(5S)-2-oxo-3-[4-(3-oxomorpholin-4-yl)phenyl]-1,3-oxazolidin-5-yl}methyl)thiophene-
2-carboxamide (BAY 59-7939): An Oral, Direct Factor Xa Inhibitor. J. Med. Chem. 2005, 48, 5900–5908. [CrossRef] [PubMed]

16. Patel, M.R.; Mahaffey, K.W.; Garg, J.; Pan, G.; Singer, D.E.; Hacke, W.; Breithardt, G.; Halperin, J.L.; Hankey, G.J.; Piccini, J.P.; et al.
Rivaroxaban versus Warfarin in Nonvalvular Atrial Fibrillation. N. Engl. J. Med. 2011, 365, 883–891. [CrossRef]

17. Fujimoto, T.; Imaeda, Y.; Konishi, N.; Hiroe, K.; Kawamura, M.; Textor, G.P.; Aertgeerts, K.; Kubo, K. Discovery of a
Tetrahydropyrimidin-2(1H)-one Derivative (TAK-442) as a Potent, Selective, and Orally Active Factor Xa Inhibitor. J. Med. Chem.
2010, 53, 3517–3531. [CrossRef]

http://doi.org/10.1021/acs.jmedchem.7b00772
http://www.ncbi.nlm.nih.gov/pubmed/29072911
http://dx.doi.org/10.1134/S0006297919020032
http://www.ncbi.nlm.nih.gov/pubmed/31216971
http://dx.doi.org/10.3390/molecules26175372
http://dx.doi.org/10.1111/j.1538-7836.2005.01418.x
http://www.ncbi.nlm.nih.gov/pubmed/16102022
http://dx.doi.org/10.1038/nrdp.2015.6
http://www.ncbi.nlm.nih.gov/pubmed/27189130
http://dx.doi.org/10.1016/j.amjmed.2021.07.027
http://dx.doi.org/10.1016/S0140-6736(11)61904-1
http://dx.doi.org/10.1016/S0733-8619(18)30239-1
http://dx.doi.org/10.1111/jth.15126
http://dx.doi.org/10.3390/cells11203214
http://dx.doi.org/10.3390/ph9030038
http://www.ncbi.nlm.nih.gov/pubmed/27384570
http://dx.doi.org/10.1182/blood-2018-01-830901
http://www.ncbi.nlm.nih.gov/pubmed/29743176
http://dx.doi.org/10.1021/jm070245n
http://dx.doi.org/10.1056/NEJMoa1007432
http://dx.doi.org/10.1021/jm050101d
http://www.ncbi.nlm.nih.gov/pubmed/16161994
http://dx.doi.org/10.1056/NEJMoa1009638
http://dx.doi.org/10.1021/jm901699j


Molecules 2023, 28, 6909 13 of 14

18. Kohrt, J.T.; Bigge, C.F.; Bryant, J.W.; Casimiro-Garcia, A.; Chi, L.; Cody, W.L.; Dahring, T.; Dudley, D.A.; Filipski, K.J.;
Haarer, S.; et al. The Discovery of (2R,4R)-N-(4-chlorophenyl)-N-(2-fluoro-4-(2-oxopyridin-1(2H)-yl)phenyl)-4-methoxypyrrolidine-
1,2-dicarboxamide (PD 0348292), an Orally Efficacious Factor Xa Inhibitor. Chem. Biol. Drug Des. 2007, 70, 100–112. [CrossRef]

19. Sakurada, I.; Endo, T.; Hikita, K.; Hirabayashi, T.; Hosaka, Y.; Kato, Y.; Maeda, Y.; Matsumoto, S.; Mizuno, T.; Nagasue, H.; et al.
Discovery of novel aminobenzisoxazole derivatives as orally available factor IXa inhibitors. Bioorganic Med. Chem. Lett. 2017,
27, 2622–2628. [CrossRef]

20. Parker, D.L.; Walsh, S.; Li, B.; Kim, E.; Sharipour, A.; Smith, C.; Chen, Y.H.; Berger, R.; Harper, B.; Zhang, T.; et al. Rapid
development of two factor IXa inhibitors from hit to lead. Bioorganic Med. Chem. Lett. 2015, 25, 2321–2325. [CrossRef]

21. Meng, D.; Andre, P.; Bateman, T.J.; Berger, R.; Chen, Y.H.; Desai, K.; Dewnani, S.; Ellsworth, K.; Feng, D.; Geissler, W.M.; et al.
Development of a novel tricyclic class of potent and selective FIXa inhibitors. Bioorganic Med. Chem. Lett. 2015, 25, 5437–5443.
[CrossRef] [PubMed]

22. Zhang, T.; Andre, P.; Bateman, T.J.; Chen, Y.H.; Desai, K.; Ellsworth, K.; Geissler, W.M.; Guo, L.; Hruza, A.; Jian, T.; et al.
Development of a novel class of potent and selective FIXa inhibitors. Bioorganic Med. Chem. Lett. 2015, 25, 4945–4949. [CrossRef]
[PubMed]

23. Huggins, D.J.; Sherman, W.; Tidor, B. Rational approaches to improving selectivity in drug design. J. Med. Chem. 2012,
55, 1424–1444. [CrossRef] [PubMed]

24. Copeland, R.A.; Pompliano, D.L.; Meek, T.D. Drug–target residence time and its implications for lead optimization. Nat. Rev.
Drug Discov. 2006, 5, 730–739. [CrossRef]

25. Congreve, M.; Chessari, G.; Tisi, D.; Woodhead, A.J. Recent developments in fragment-based drug discovery. J. Med. Chem. 2008,
51, 3661–3680. [CrossRef]

26. Wacker, D.; Stevens, R.C.; Roth, B.L. How ligands illuminate GPCR molecular pharmacology. Cell 2017, 170, 414–427. [CrossRef]
[PubMed]

27. Albanese, S.K.; Chodera, J.D.; Volkamer, A.; Keng, S.; Abel, R.; Wang, L. Is structure-based drug design ready for selectivity
optimization? J. Chem. Inf. Model. 2020, 60, 6211–6227. [CrossRef]

28. Congreve, M.; Andrews, S.P.; Doré, A.S.; Hollenstein, K.; Hurrell, E.; Langmead, C.J.; Mason, J.S.; Ng, I.W.; Tehan, B.;
Zhukov, A.; et al. Discovery of 1, 2, 4-triazine derivatives as adenosine A2A antagonists using structure based drug design.
J. Med. Chem. 2012, 55, 1898–1903. [CrossRef]

29. Eshleman, A.J.; Nagarajan, S.; Wolfrum, K.M.; Reed, J.F.; Nilsen, A.; Torralva, R.; Janowsky, A. Affinity, potency, efficacy,
selectivity, and molecular modeling of substituted fentanyls at opioid receptors. Biochem. Pharmacol. 2020, 182, 114293. [CrossRef]

30. Wacker, D.; Wang, C.; Katritch, V.; Han, G.W.; Huang, X.P.; Vardy, E.; McCorvy, J.D.; Jiang, Y.; Chu, M.; Siu, F.Y.; et al. Structural
features for functional selectivity at serotonin receptors. Science 2013, 340, 615–619. [CrossRef] [PubMed]

31. Wang, X.; Chen, Y.; Zhang, S.; Deng, J.N. Molecular dynamics simulations reveal the selectivity mechanism of structurally similar
agonists to TLR7 and TLR8. PLoS ONE 2022, 17, e0260565. [CrossRef]

32. Wang, J.; Bhattarai, A.; Do, H.N.; Akhter, S.; Miao, Y. Molecular simulations and drug discovery of adenosine receptors. Molecules
2022, 27, 2054. [CrossRef] [PubMed]

33. Durrant, J.D.; McCammon, J.A. Molecular dynamics simulations and drug discovery. BMC Biol. 2011, 9, 71. [CrossRef] [PubMed]
34. Kyte, J.; Doolittle, R.F. A simple method for displaying the hydropathic character of a protein. J. Mol. Biol. 1982, 157, 105–132.

[CrossRef]
35. Zbinden, K.G.; Anselm, L.; Banner, D.W.; Benz, J.; Blasco, F.; Décoret, G.; Himber, J.; Kuhn, B.; Panday, N.; Ricklin, F.; et al. Design

of novel aminopyrrolidine factor Xa inhibitors from a screening hit. Eur. J. Med. Chem. 2009, 44, 2787–2795. [CrossRef]
36. Smallheer, J.M.; Alexander, R.S.; Wang, J.; Wang, S.; Nakajima, S.; Rossi, K.A.; Smallwood, A.; Barbera, F.; Burdick, D.;

Luettgen, J.M.; et al. SAR and factor IXa crystal structure of a dual inhibitor of factors IXa and Xa. Bioorganic Med. Chem. Lett.
2004, 14, 5263–5267. [CrossRef]

37. Maignan, S.; Guilloteau, J.P.; Choi-Sledeski, Y.M.; Becker, M.R.; Ewing, W.R.; Pauls, H.W.; Spada, A.P.; Mikol, V. Molecular
Structures of Human Factor Xa Complexed with Ketopiperazine Inhibitors: Preference for a Neutral Group in the S1 Pocket.
J. Med. Chem. 2003, 46, 685–690. [CrossRef]

38. Hopfner, K.P.; Brandstetter, H.; Karcher, A.; Kopetzki, E.; Huber, R.; Engh, R.A.; Bode, W. Converting blood coagulation factor IXa
into factor Xa: Dramatic increase in amidolytic activity identifies important active site determinants. EMBO J. 1997, 16, 6626–6635.
[CrossRef] [PubMed]

39. Tuccinardi, T. What is the current value of MM/PBSA and MM/GBSA methods in drug discovery? Expert Opin. Drug Discov.
2021, 16, 1233–1237. [CrossRef]

40. Wang, C.; Greene, D.; Xiao, L.; Qi, R.; Luo, R. Recent Developments and Applications of the MMPBSA Method. Front. Mol. Biosci.
2018, 4, 87. [CrossRef]

41. Wang, E.; Sun, H.; Wang, J.; Wang, Z.; Liu, H.; Zhang, J.Z.H.; Hou, T. End-Point Binding Free Energy Calculation with MM/PBSA
and MM/GBSA: Strategies and Applications in Drug Design. Chem. Rev. 2019, 119, 9478–9508. [CrossRef]

42. Sheng, Y.J.; Yin, Y.W.; Ma, Y.Q.; Ding, H.M. Improving the Performance of MM/PBSA in Protein–Protein Interactions via the
Screening Electrostatic Energy. J. Chem. Inf. Model. 2021, 61, 2454–2462. [CrossRef]

http://dx.doi.org/10.1111/j.1747-0285.2007.00539.x
http://dx.doi.org/10.1016/j.bmcl.2017.03.002
http://dx.doi.org/10.1016/j.bmcl.2015.04.025
http://dx.doi.org/10.1016/j.bmcl.2015.07.078
http://www.ncbi.nlm.nih.gov/pubmed/26318999
http://dx.doi.org/10.1016/j.bmcl.2015.04.057
http://www.ncbi.nlm.nih.gov/pubmed/25978966
http://dx.doi.org/10.1021/jm2010332
http://www.ncbi.nlm.nih.gov/pubmed/22239221
http://dx.doi.org/10.1038/nrd2082
http://dx.doi.org/10.1021/jm8000373
http://dx.doi.org/10.1016/j.cell.2017.07.009
http://www.ncbi.nlm.nih.gov/pubmed/28753422
http://dx.doi.org/10.1021/acs.jcim.0c00815
http://dx.doi.org/10.1021/jm201376w
http://dx.doi.org/10.1016/j.bcp.2020.114293
http://dx.doi.org/10.1126/science.1232808
http://www.ncbi.nlm.nih.gov/pubmed/23519215
http://dx.doi.org/10.1371/journal.pone.0260565
http://dx.doi.org/10.3390/molecules27072054
http://www.ncbi.nlm.nih.gov/pubmed/35408454
http://dx.doi.org/10.1186/1741-7007-9-71
http://www.ncbi.nlm.nih.gov/pubmed/22035460
http://dx.doi.org/10.1016/0022-2836(82)90515-0
http://dx.doi.org/10.1016/j.ejmech.2008.12.025
http://dx.doi.org/10.1016/j.bmcl.2004.08.034
http://dx.doi.org/10.1021/jm0203837
http://dx.doi.org/10.1093/emboj/16.22.6626
http://www.ncbi.nlm.nih.gov/pubmed/9362477
http://dx.doi.org/10.1080/17460441.2021.1942836
http://dx.doi.org/10.3389/fmolb.2017.00087
http://dx.doi.org/10.1021/acs.chemrev.9b00055
http://dx.doi.org/10.1021/acs.jcim.1c00410


Molecules 2023, 28, 6909 14 of 14

43. Elkarhat, Z.; Charoute, H.; Elkhattabi, L.; Barakat, A.; Rouba, H. Potential inhibitors of SARS-cov-2 RNA dependent RNA
polymerase protein: Molecular docking, molecular dynamics simulations and MM-PBSA analyses. J. Biomol. Struct. Dyn. 2022,
40, 361–374. [CrossRef] [PubMed]

44. Singh, R.; Bhardwaj, V.K.; Purohit, R. Computational targeting of allosteric site of MEK1 by quinoline-based molecules. Cell
Biochem. Funct. 2022, 40, 481–490. [CrossRef]

45. Berman, H.M.; Westbrook, J.; Feng, Z.; Gilliland, G.; Bhat, T.N.; Weissig, H.; Shindyalov, I.N.; Bourne, P.E. The Protein Data Bank.
Nucleic Acids Res. 2000, 28, 235–242. [CrossRef]

46. BIOVIA. Discovery Studio Visualizer, v21. 1.0. 20298; Dassault Systèm: San Diego, CA, USA, 2021. Available online: https:
//3ds.com/products-services/biovia/products (accessed on 25 May 2023).

47. Abraham, M.J.; Murtola, T.; Schulz, R.; Páll, S.; Smith, J.C.; Hess, B.; Lindahl, E. GROMACS: High performance molecular
simulations through multi-level parallelism from laptops to supercomputers. SoftwareX 2015, 1–2, 19–25. [CrossRef]

48. Lindorff-Larsen, K.; Piana, S.; Palmo, K.; Maragakis, P.; Klepeis, J.L.; Dror, R.O.; Shaw, D.E. Improved side-chain torsion potentials for
the Amber ff99SB protein force field. Proteins Struct. Funct. Bioinform. 2010, 78, 1950–1958. [CrossRef]

49. Wang, J.; Wang, W.; Kollman, P.A.; Case, D.A. Automatic atom type and bond type perception in molecular mechanical
calculations. J. Mol. Graph. Model. 2006, 25, 247–260. [CrossRef] [PubMed]

50. Jakalian, A.; Jack, D.B.; Bayly, C.I. Fast, efficient generation of high-quality atomic charges. AM1-BCC model: II. Parameterization
and validation. J. Comput. Chem. 2002, 23, 1623–1641. [CrossRef] [PubMed]

51. Hess, B.; Bekker, H.; Berendsen, H.J.C.; Fraaije, J.G.E.M. LINCS: A linear constraint solver for molecular simulations. J. Comput.
Chem. 1997, 18, 1463–1472. [CrossRef]

52. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An N·log(N) method for Ewald sums in large systems. J. Chem. Phys.
1993, 98, 10089–10092. [CrossRef]

53. Berendsen, H.J.C.; Postma, J.P.M.; van Gunsteren, W.F.; DiNola, A.; Haak, J.R. Molecular dynamics with coupling to an external
bath. J. Chem. Phys. 1984, 81, 3684–3690. [CrossRef]

54. Nosé, S.; Klein, M. Constant pressure molecular dynamics for molecular systems. Mol. Phys. 1983, 50, 1055–1076. [CrossRef]
55. Nosé, S. A molecular dynamics method for simulations in the canonical ensemble. Mol. Phys. 1984, 52, 255–268. [CrossRef]
56. Parrinello, M.; Rahman, A. Polymorphic transitions in single crystals: A new molecular dynamics method. J. Appl. Phys. 1981,

52, 7182–7190. [CrossRef]
57. Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual molecular dynamics. J. Mol. Graph. 1996, 14, 33–38. [CrossRef]
58. Homeyer, N.; Gohlke, H. Free Energy Calculations by the Molecular Mechanics Poisson–Boltzmann Surface Area Method. Mol.

Inform. 2012, 31, 114–122. [CrossRef]
59. Kumari, R.; Kumar, R.; Lynn, A. g_mmpbsa—A GROMACS Tool for High-Throughput MM-PBSA Calculations. J. Chem. Inf.

Model. 2014, 54, 1951–1962. [CrossRef]
60. Wagner, J.R.; Sørensen, J.; Hensley, N.; Wong, C.; Zhu, C.; Perison, T.; Amaro, R.E. POVME 3.0: Software for Mapping Binding

Pocket Flexibility. J. Chem. Theory Comput. 2017, 13, 4584–4592. [CrossRef]
61. Bouysset, C.; Fiorucci, S. ProLIF: A library to encode molecular interactions as fingerprints. J. Cheminform. 2021, 13, 72. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1080/07391102.2020.1813628
http://www.ncbi.nlm.nih.gov/pubmed/32873176
http://dx.doi.org/10.1002/cbf.3709
http://dx.doi.org/10.1093/nar/28.1.235
https://3ds.com/products-services/biovia/products
https://3ds.com/products-services/biovia/products
http://dx.doi.org/10.1016/j.softx.2015.06.001
http://dx.doi.org/10.1002/prot.22711
http://dx.doi.org/10.1016/j.jmgm.2005.12.005
http://www.ncbi.nlm.nih.gov/pubmed/16458552
http://dx.doi.org/10.1002/jcc.10128
http://www.ncbi.nlm.nih.gov/pubmed/12395429
http://dx.doi.org/10.1002/(SICI)1096-987X(199709)18:12<1463::AID-JCC4>3.0.CO;2-H
http://dx.doi.org/10.1063/1.464397
http://dx.doi.org/10.1063/1.448118
http://dx.doi.org/10.1080/00268978300102851
http://dx.doi.org/10.1080/00268978400101201
http://dx.doi.org/10.1063/1.328693
http://dx.doi.org/10.1016/0263-7855(96)00018-5
http://dx.doi.org/10.1002/minf.201100135
http://dx.doi.org/10.1021/ci500020m
http://dx.doi.org/10.1021/acs.jctc.7b00500
http://dx.doi.org/10.1186/s13321-021-00548-6

	Introduction
	Results and Discussion
	Basic Analysis
	Ligand Dynamics
	Contact Analysis of Protein–Ligand Complex
	Binding Free-Energy Calculation by MM-PBSA 
	Binding Site Volume
	Comparison of Static and Dynamic IFP

	Materials and Methods
	Preparation of Protein–Ligand Complexes
	Molecular Dynamics Simulation
	Computational Analysis
	The Movement Level of Ligands
	Contact Frequency Calculation
	Binding Free-Energy Calculation
	Binding Site Volume Calculation
	Protein–Ligand Interaction Fingerprint (IFP)


	Conclusions
	References

