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#### Abstract

We introduce a new family of quantum distances based on symmetric Csiszár divergences, a class of distinguishability measures that encompass the main dissimilarity measures between probability distributions. We prove that these quantum distances can be obtained by optimizing over a set of quantum measurements followed by a purification process. Specifically, we address in the first place the case of distinguishing pure quantum states, solving an optimization of the symmetric Csiszár divergences over von Neumann measurements. In the second place, by making use of the concept of purification of quantum states, we arrive at a new set of distinguishability measures, which we call extended quantum Csiszár distances. In addition, as it has been demonstrated that a purification process can be physically implemented, the proposed distinguishability measures for quantum states could be endowed with an operational interpretation. Finally, by taking advantage of a well-known result for classical Csiszár divergences, we show how to build quantum Csiszár true distances. Thus, our main contribution is the development and analysis of a method for obtaining quantum distances satisfying the triangle inequality in the space of quantum states for Hilbert spaces of arbitrary dimension.
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## 1. Introduction

Quantum information theory aims to understand the fundamental principles regarding the behavior of quantum systems and how they can be useful in the search for new technologies. One of the central tasks in quantum information theory is to quantify the difference between two quantum states-quantum mechanics allows for superpositions of states, which can make it challenging to define proper notions of distance in the space of quantum states [1]. In this paper, we present a novel set of distinguishability measures for quantum states, termed Quantum Csiszár divergences. We demonstrate that these measures can be obtained through the maximization of classical Csiszár divergences over a set of von Neumann measurements performed on the quantum system.

Csiszár divergences, also known as $f$-divergences, are a widely used family of divergence measures between two probability distributions, with applications in a variety of fields, including classical statistics and information theory, among others [2]. This set includes a number of well-known divergences, such as the Jensen-Shannon divergence, the Kulback-Liebler divergence, the total variation distance, the triangular discrimination, and the Hellinger distance [3,4]. In addition, many $f$-divergences have interesting statistical and physical interpretations [5].

In the context of quantum information theory, in recent years, Csiszár divergences have gained significant attention as a tool for quantifying the difference between two quantum states. There has been a considerable amount of research in this direction. These new divergences have been shown to be related to a wide range of fundamental concepts in quantum information theory, such as entanglement theory, quantum error correction, and quantum channel capacities [1,6-9]. In general terms, the approach employed in the related literature is to introduce functionals depending on a defining Csiszár function $f(u)$ defined over a set of operators. These functionals are often defined as convex optimization problems over a set of operators.

In this work, we present a different approach to link Csiszár divergences with the quantum realm. We introduce the corresponding Csiszár extensions showing that they are ultimately based on a measurement procedure. In this way, they form a set of distinguishability measures between quantum states [10,11]. Specifically, this article can be seen as an extension of Ref. [12], in which a method was developed to obtain a distinguishability measure in the space of quantum states, starting from the classical Jensen-Shannon divergence. Our findings lead to quantum distances based on any symmetric Csiszár divergence. Moreover, by means of a well-known result for classical Csiszár divergences, we show how to build quantum Csiszár distances fulfilling the triangle inequality. In this way, we are able to obtain true distances (often called metrics) in the space of quantum states. Even though from a mathematical viewpoint it is apparent that the feature of being a true distance is a basic requirement for a suitable distance measure, true distances in the quantum realm (i.e., distances in the space of quantum states that also satisfy the triangle inequality) are interesting in their own right as they find applications in a number of subjects of research related to quantum information theory and quantum information processing, such as measures of quantum correlations (including entanglement) and the evaluation of the convergence of iterative algorithms in quantum information processing, among others [13-15]. In addition, the triangle inequality plays a significant role in a variety of topics related to quantum information theory. Particularly, it allows one to improve converse bounds in channel discrimination theory [16], to establish entropic bounds in the study of non-Markovianity and information backflow in open quantum systems [17,18], to test the presence of quantum entanglement [19], and to define new distance measures in the space of quantum channels [20], among other uses [21-23]. This is an important step towards the development of a robust and efficient generalized theory about quantum distance measures, which has numerous applications in quantum communication, quantum computing, and quantum cryptography.

This work is organized as follows. The main theoretical framework is in the following Section. The quantum Csiszár distances, along with their extended version, are introduced and physically motivated in Section 3. In Section 3.1, it is established how to attain quantum true distances from symmetric Csiszár distances. The relevant Csiszár divergences are particularized in Section 3.2: the variational distance, Hellinger and triangular discrimination, and the Jensen-Shannon divergence are considered. This Section also includes (cf. Section 3.2.5) a comparison between the extended quantum Csiszár distances between quantum mixed states and the one obtained from the optimization over arbitrary von Neumann measurements. Final remarks are in Section 4.

## 2. Preliminaries

We introduce the main notation we use in this work. Let $\overline{\mathbb{R}}=(-\infty, \infty), \mathbb{R}_{+}=[0, \infty)$, and $\mathbb{R}_{0}=(0, \infty)$. Regarding distinguishability quantifiers, we employ the following terms.

A metric space comprises an ordered pair $(\chi, d)$, where $\chi$ represents a set and $d: \chi \times \chi \rightarrow \mathbb{R}_{+}$is a real-valued function on the set $\chi$, such that for any $x, y, z \in \chi$, the following properties hold:

1. Non-negativity: $d(x, y) \geq 0$,
2. Identity of indiscernibles: $d(x, y)=0$ if and only if $x=y$,
3. Symmetry: $d(x, y)=d(y, x)$,
4. Triangle inequality: $d(x, y) \leq d(x, z)+d(z, y)$.
$\chi$ may represent the set of probability distributions or quantum states. In addition, if a distance measure $d$ only satisfies property 1 , we call it a divergence, while if $d$ satisfies the properties 1 to 3, we use the word distance [4,24].

### 2.1. Csiszár Divergences

A Csiszár divergence (also known as an $f$-divergence) between the probability distributions $P=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\}$ and $Q=\left\{q_{1}, q_{2}, \cdots, q_{n}\right\}$ is defined as [2-4,14,25-27],

$$
\begin{equation*}
D_{f}(P, Q)=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}_{+} \mapsto \overline{\mathbb{R}}$ belongs to the set $\mathcal{F}$ of convex functions that are finite on $\mathbb{R}_{0}$ and continuous on $\mathbb{R}_{+}$. The set of Csiszár divergences might involve divergences, distances, and true distances (i.e., distances that also satisfy the triangle inequality 4) in the space of probability distributions. In Section 3.2, we consider particular cases of symmetric Csiszár divergences. Now, we introduce the main results of the properties of the Csiszár function $f(u)$ and the quantity $D_{f}(P, Q)$.

### 2.1.1. Basic Properties of Csiszár Divergences

Let $f^{*} \in \mathcal{F}$, the *-conjugate (convex) function of $f$, be defined as:

$$
\begin{equation*}
f^{*}(u)=u f\left(\frac{1}{u}\right) \text { for } u \in \mathbb{R}_{0} \tag{2}
\end{equation*}
$$

If $f \in \mathcal{F}$ is strictly convex at 1 with $f(1)=0$, and

$$
\exists c \in \mathbb{R} \mid f^{*}(u)=f(u)+c(u-1)
$$

then $D_{f}(P, Q)$ satisfies the following basic properties [28-30]:

1. Non-negativity and identity of indiscernibles: $D_{f}(P, Q) \geq 0$ with $D_{f}(P, Q)=0 \Longleftrightarrow$ $P=Q$,
2. Symmetry: $D_{f}(P, Q)=D_{f}(Q, P)$,
3. Range of values: $f(1) \leq D_{f}(P, Q) \leq f(0)+\lim _{t \rightarrow 0^{+}} f^{*}(t)$.

Given a set of functions $f(u)$, the corresponding Csiszár divergences may not be different. In this regard, we have the following property.
4. Uniqueness: $D_{f_{1}}(P, Q)=D_{f}(P, Q), \Longleftrightarrow \exists c \in \mathbb{R} \mid f_{1}(u)=f(u)+c(u-1)$.

Now, let us consider how to obtain true distances from symmetric Csiszár divergences. Refs. [29-31] proved and analyzed a necessary condition for a symmetric Csiszár divergence to satisfy the triangle inequality.

Theorem 1 (Csiszár True Distances). Let $D_{f}(P, Q)$ be a Csiszár divergence, such that $f(u)$ is strictly convex at $1, f(1)=0$, and $f^{*}(u)=f(u)$ (required for symmetry under $P \leftrightarrow Q$ ).

If the function

$$
\begin{equation*}
h_{\alpha}(u)=\frac{\left(1-u^{\alpha}\right)^{1 / \alpha}}{f(u)} \tag{3}
\end{equation*}
$$

is nonincreasing on $u \in[0,1)$ for $\alpha \in \mathbb{R}_{0}$, then

$$
\begin{equation*}
d_{\alpha}(P, Q) \doteq\left[D_{f}(P, Q)\right]^{\alpha} \tag{4}
\end{equation*}
$$

satisfies the triangle inequality, i.e., $d_{\alpha}(P, Q) \leq d_{\alpha}(P, R)+d_{\alpha}(R, Q)$. Correspondingly, $d_{\alpha}(P, Q)$ is a true distance in the space of probability distributions [29-31].

In the next section, we introduce quantum Csiszár distances based on the previously introduced Csiszár divergences for those $f(u)$ leading to symmetric quantities, and we show how to obtain true distances in the space of quantum states by using Theorem 1.

## 3. Quantum Csiszár Distances

Let us address the problem of deriving quantum distances starting from symmetric Csiszár divergences between probability distributions. In the first place, we introduce the quantum Csiszár distance between pure quantum states and prove that it belongs to the class of distinguishability measures in the quantum realm, i.e., distance measures based on a measurement procedure [11]. Based on the previous result, we introduce a new family of distinguishability quantifiers for arbitrary (even mixed) quantum states, by taking the minimum quantum Csiszár distance over all possible purifications of the states to be distinguished, leading in this way to a well-defined quantum distance.

Let us consider then the following definition.
Definition 1 (Quantum Csiszár Distance). Let $f \in \mathcal{F}$ be a differentiable strictly convex function at 1 , satisfying,
a. $\quad f(1)=0$,
b. $\quad \exists c \in \mathbb{R}$, such that $f^{*}(u)=f(u)+c(u-1)$ for all $u \in[0, \infty)$,
c. $\quad u f^{\prime}(u) \leq c$ for all $u \in[0,1]$.

Given two pure states $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$, the quantum Csiszár distance is

$$
\begin{equation*}
\mathcal{D}_{f}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right) \doteq\left(1-\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}\right) f\left(\frac{1+\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}}{1-\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}}\right) . \tag{5}
\end{equation*}
$$

Before addressing and defining the extension of this quantity to arbitrary mixed states, let us see how the previous quantity arises from an optimization procedure over a set of measurements related to the states to be distinguished, having a clear interpretation as a distinguishability measure based on measurements.

Let us consider two arbitrary quantum states represented by $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$ belonging to a finite-dimensional Hilbert space. Following the general ideas introduced in Ref. [12], a natural starting point to define distinguishability measures can be summarized in the next three steps:

1. Take an arbitrary symmetric Csiszár divergence $D_{f}$ (cf. Equation (1)) between two classical probability distributions (see Section 2.1.1 for the properties of the defining Csiszár function $f(u)$ ).
2. Evaluate $D_{f}$ between the two classical probability distributions resulting from taking a measurement over the quantum system in either state $\left|\psi_{p}\right\rangle$ or $\left|\psi_{q}\right\rangle$.
3. Carry out an optimization of the resulting quantity obtained in the previous step over a set of measurements performed upon the quantum system.
In general terms, if we consider an arbitrary measurement $\mathbb{E}=\left\{E_{i}\right\}_{i=1}^{K}$ given by the Positive Operator-Valued Measurement (POVM) formalism [14,32], for arbitrary quantum states $\rho$ and $\sigma$, the probability distributions for the outcomes of $\mathbb{E}$ are:

$$
\begin{align*}
P_{\mathbb{E}} & =\left\{p_{i} \mid p_{i}=\operatorname{Tr}\left(E_{i} \rho\right)\right\}_{i},  \tag{6}\\
Q_{\mathbb{E}} & =\left\{q_{i} \mid q_{i}=\operatorname{Tr}\left(E_{i} \sigma\right)\right\}_{i}, \tag{7}
\end{align*}
$$

respectively.
Given the complexity involved when one tries to solve the corresponding optimization of Step 3 in the general case of POVMs, we shall focus on the optimization problem in the case of pure states and for the subset of POVMs defined by projective measurements (PVMs) represented by rank-1 projectors (also known as von Neumann measurements [32])
in the subspace defined by the states to be distinguished. In this regard, we state the following result.

Theorem 2. Let $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$ be two pure quantum states. Let $f(u)$ be a Csiszár function, such that $\mathcal{D}_{f}$ stands for a quantum Csiszár distance, see Definition 1. Then,

$$
\begin{equation*}
\max _{\mathbb{E}_{0}} D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)=\left(1-\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}\right) f\left(\frac{1+\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}}{1-\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}}\right) \tag{8}
\end{equation*}
$$

with $P_{\mathbb{E}_{0}}=\left\{p_{i} \mid p_{i}=\operatorname{Tr}\left(E_{i}\left|\psi_{p}\right\rangle\left\langle\psi_{p}\right|\right)\right\}_{i}, Q_{\mathbb{E}_{0}}=\left\{q_{i} \mid q_{i}=\operatorname{Tr}\left(E_{i}\left|\psi_{q}\right\rangle\left\langle\psi_{q}\right|\right)\right\}_{i}$, and $\mathbb{E}_{0}=\left\{E_{i}\right\}_{i=1}^{2}$ is a projective measurement onto the subspace spanned by $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$.

Proof. Given arbitrary $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$ satisfying

$$
\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|=\cos \phi
$$

we have to optimize $D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)$ over the projective measurements $\mathbb{E}_{0}=\left\{E_{i}\right\}_{i=1}^{2}$ onto the subspace defined by the states to be distinguished. The connection between all these elements is summarized by the following parametrization [33-36],

$$
\begin{align*}
\left|\psi_{p}\right\rangle & =\cos \theta_{p}\left|e_{1}\right\rangle+\sin \theta_{p}\left|e_{2}\right\rangle  \tag{9}\\
\left|\psi_{q}\right\rangle & =\sin \theta_{q}\left|e_{1}\right\rangle+\cos \theta_{q}\left|e_{2}\right\rangle \tag{10}
\end{align*}
$$

with $E_{i}=\left|e_{i}\right\rangle\left\langle e_{i}\right|, i \in\{1,2\}$, and $\left|e_{1}\right\rangle$ and $\left|e_{2}\right\rangle$ are two orthogonal states. As $\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|=$ $\cos \left(\frac{\pi}{2}-\theta_{p}-\theta_{q}\right)$ holds, we have to impose the following constraints for $\theta_{p}$ and $\theta_{q}$,

$$
\begin{align*}
& 0 \leq \theta_{p} \leq \pi / 2  \tag{11}\\
& 0 \leq \theta_{q} \leq \pi / 2  \tag{12}\\
& \theta_{p}+\theta_{q}+\phi=\pi / 2 \tag{13}
\end{align*}
$$

At this point, and because of the symmetries of the optimization problem, it is convenient to take a fixed measurement and to optimize over the angles $\theta_{p}$ and $\theta_{q}$ subject to the constraints (11)-(13). Thus, the probabilities associated with each possible outcome (i.e., after the von Neumann measurement $\left\{\left|e_{i}\right\rangle\left\langle e_{i}\right|\right\}_{i}$ is performed on the quantum system) are given by the following equations:

$$
\begin{align*}
& p_{1} \doteq p \doteq \operatorname{Tr}\left(E_{1}\left|\psi_{p}\right\rangle\left\langle\psi_{p}\right|\right)=\cos ^{2} \theta_{p}  \tag{14}\\
& p_{2}=1-p  \tag{15}\\
& q_{1} \doteq q \doteq \operatorname{Tr}\left(E_{1}\left|\psi_{q}\right\rangle\left\langle\psi_{q}\right|\right)=\sin ^{2} \theta_{q}  \tag{16}\\
& q_{2}=1-q . \tag{17}
\end{align*}
$$

The optimization problem over the PVMs turns out to be equivalent to finding the values of $\theta_{p}$ and $\theta_{q}$ maximizing the following equation:

$$
\begin{equation*}
D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)=\sin ^{2} \theta_{q} f\left(\frac{\cos ^{2} \theta_{p}}{\sin ^{2} \theta_{q}}\right)+\cos ^{2} \theta_{q} f\left(\frac{\sin ^{2} \theta_{p}}{\cos ^{2} \theta_{q}}\right), \tag{18}
\end{equation*}
$$

subject to the constraints (11)-(13). Let us apply the method of Lagrange multipliers to this particular parametrization. The resulting Lagrangian can be written in the following way:

$$
\begin{equation*}
\mathscr{L}\left(\theta_{p}, \theta_{q}, \lambda\right)=D_{f}\left(\theta_{p}, \theta_{q}\right)-\lambda\left(\theta_{p}+\theta_{q}+\phi-\pi / 2\right) . \tag{19}
\end{equation*}
$$

The critical points of $\mathscr{L}\left(\theta_{p}, \theta_{q}, \lambda\right)$ need to satisfy the following set of equations:

$$
\begin{equation*}
\frac{\partial \mathscr{L}}{\partial \theta_{p}}=\frac{\partial \mathscr{L}}{\partial \theta_{q}}=\frac{\partial \mathscr{L}}{\partial \lambda}=0 . \tag{20}
\end{equation*}
$$

After some calculations, we arrive at

$$
\begin{align*}
& {\left[f^{\prime}\left(\frac{\sin ^{2}\left(\theta_{p}\right)}{\cos ^{2}\left(\theta_{q}\right)}\right)-f^{\prime}\left(\frac{\cos ^{2}\left(\theta_{p}\right)}{\sin ^{2}\left(\theta_{q}\right)}\right)\right] \sin \left(2 \theta_{p}\right)=} \\
& {\left[f^{\prime}\left(\frac{\sin ^{2}\left(\theta_{q}\right)}{\cos ^{2}\left(\theta_{p}\right)}\right)-f^{\prime}\left(\frac{\cos ^{2}\left(\theta_{q}\right)}{\sin ^{2}\left(\theta_{p}\right)}\right)\right] \sin \left(2 \theta_{q}\right)} \tag{21}
\end{align*}
$$

Using the properties of $f(u)$ and the mirror symmetry around $\theta_{0}=\frac{\pi}{4}-\frac{\phi}{2}$, it can be seen that Equation (21) admits a unique solution of the form $\theta_{p}^{\text {opt }}=\theta_{q}^{\text {opt }}=\theta_{0}$.

It remains to prove that the previous critical point corresponds to a maximum value of $D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)$. To achieve this, let us introduce $\theta_{q}=\pi / 2-\phi-\theta_{p}$ in Equation (18), obtaining:

$$
D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)=\cos ^{2} \theta_{p} f\left[\frac{\cos ^{2}\left(\phi+\theta_{p}\right)}{\cos ^{2} \theta_{p}}\right]+\sin ^{2} \theta_{p} f\left[\frac{\sin ^{2}\left(\phi+\theta_{p}\right)}{\sin ^{2} \theta_{p}}\right]=: g\left(\theta_{p}\right)
$$

which, additionally, is invariant under the transformation $\theta_{p} \rightarrow 2 \theta_{0}-\theta_{p}$. Therefore, by considering that we have only one critical point, $\theta_{p}=\theta_{0}$, the maximum condition is demonstrated, if we prove

$$
\left.\frac{\partial g\left(\theta_{p}\right)}{\partial \theta_{p}}\right|_{\theta_{p}=0} \geq 0
$$

Carrying out the required calculations, we can show that the previous inequality holds for an arbitrary function $f(u)$ satisfying $u f^{\prime}(u) \leq c$ for all $u \in[0,1]$. Finally, the resulting maximum is:

$$
\begin{equation*}
\max _{\mathbb{E}_{0}} D_{f}\left(P_{\mathbb{E}_{0}}, Q_{\mathbb{E}_{0}}\right)=(1-\sin \phi) f\left(\frac{1+\sin \phi}{1-\sin \phi}\right) . \tag{22}
\end{equation*}
$$

We arrive to the final result by noting that $\cos \phi=\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|$; therefore, $\sin \phi=\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}$.

Having introduced the quantum Csiszár distance and established its operational interpretation as a one-shot distinguishability measure [11], let us propose one interesting extension of $\mathcal{D}_{f}$ to the general case of mixed states.

Definition 2 (Extended Quantum Csiszár Distance). Let us define

$$
\begin{equation*}
\Phi_{f}(x) \doteq(1-\sqrt{1-x}) f\left(\frac{1+\sqrt{1-x}}{1-\sqrt{1-x}}\right) \tag{23}
\end{equation*}
$$

with $f(u)$, such that $\mathcal{D}_{f}$ is a quantum Csiszár distance, see Definition 1.
The extended quantum Csiszár distance between two arbitrary states $\rho$ and $\sigma$, defined over a finite-dimensional Hilbert space, is

$$
\begin{equation*}
\mathcal{D}_{f}^{\text {ext }}(\rho, \sigma) \doteq \Phi_{f}[F(\rho, \sigma)] \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\rho, \sigma) \doteq[\operatorname{Tr}(\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}})]^{2} \tag{25}
\end{equation*}
$$

as the Uhlmann-Jozsa fidelity.
The previous quantity $\mathcal{D}_{f}^{\text {ext }}$ has a clear and interesting interpretation. It is the minimal quantum Csiszár distance over all possible purifications of the quantum states $\rho$ and $\sigma$ to be distinguished. We can see this clearly by considering

$$
\begin{equation*}
F(\rho, \sigma)=\max _{|\psi\rangle,|\phi\rangle}|\langle\psi \mid \phi\rangle|^{2}, \tag{26}
\end{equation*}
$$

where $|\psi\rangle$ and $|\phi\rangle$ are purifications of $\rho$ and $\sigma$, respectively. Taking into account that $\Phi_{f}(x)$ is a monotonic-decreasing function, it follows that:

$$
\begin{equation*}
\mathcal{D}_{f}^{\mathrm{ext}}(\rho, \sigma)=\min _{|\psi\rangle,|\phi\rangle} \mathcal{D}_{f}(|\psi\rangle,|\phi\rangle)=\min _{|\psi\rangle,|\phi\rangle} \Phi_{f}\left(|\langle\psi \mid \phi\rangle|^{2}\right)=\Phi_{f}[F(\rho, \sigma)] \tag{27}
\end{equation*}
$$

### 3.1. Quantum Csiszár True Distances

Now, let us explore how we can derive quantum Csiszár true distances using the quantum Csiszár distances $\mathcal{D}_{f}$, as defined in Equation (5). For any two arbitrary quantum states $\rho$ and $\sigma$, we have demonstrated that the quantity $\mathcal{D}_{f}^{\operatorname{ext}}(\rho, \sigma)$ is linked, through the purification of quantum states, to an optimization process over projective measurements. This ultimately leads to a correspondence between the quantum states to be distinguished and the probability distribution for the outcomes of the optimal measurement, i.e., in general terms, $\rho \leftrightarrow P_{\mathbb{E}_{\text {opt }}}$ and $\sigma \leftrightarrow Q_{\mathbb{E}_{\text {opt }}}$. This correspondence enables us to construct quantum Csiszár distances that satisfy the triangle inequality by means of Theorem 1. The following proposition summarizes the preceding concepts:

Proposition 1. Let $f(u)$ be a function defining a quantum Csiszár distance (cf. Definition 1). If, additionally,

$$
\begin{equation*}
\left(u-u^{1-\alpha}\right) f^{\prime}(u) \leq f(u) \tag{28}
\end{equation*}
$$

for all $u \in(0,1)$ and a fixed real positive number $\alpha$, then

$$
\begin{equation*}
d_{f, \alpha}(\rho, \sigma)=\left[\mathcal{D}_{f}^{e x t}(\rho, \sigma)\right]^{\alpha} \tag{29}
\end{equation*}
$$

satisfies the triangle inequality and, therefore, is a true distance in the space of pure quantum states.
Proof. We have to prove the triangle inequality. Given the general correspondence between quantum states and probability distributions $\rho \leftrightarrow P_{\mathbb{E}_{\text {opt }}}$ and $\sigma \leftrightarrow Q_{\mathbb{E}_{\text {opt }}}$, implied by Theorem 2 and the purification procedure, we just have to apply Theorem 1. Therefore, we have to find $\alpha>0$ such that $h_{\alpha}(u)$ is a non-increasing function on the interval $[0,1)$. In our case, this is equivalent to $h_{\alpha}^{\prime}(u) \leq 0$ for $u \in(0,1)$ (which immediately leads to $\left.h_{\alpha}^{\prime}(0) \leq 0\right)$. The calculation is

$$
\begin{equation*}
\frac{\partial h_{\alpha}(u)}{\partial u}=\frac{\left(1-u^{\alpha}\right)^{\frac{1-\alpha}{\alpha}}\left[\left(u^{\alpha+1}-u\right) f^{\prime}(u)-u^{\alpha} f(u)\right]}{u f(u)^{2}} . \tag{30}
\end{equation*}
$$

The sign of $h_{\alpha}^{\prime}$ then is ruled by $\left(u^{\alpha+1}-u\right) f^{\prime}(u)-u^{\alpha} f(u)$. Therefore, $h_{\alpha}(u)$ is non-increasing, if and only if $\left(u-u^{1-\alpha}\right) f^{\prime}(u) \leq f(u)$ for all $u \in(0,1)$.

As final remarks, we have seen that Proposition 1 allows one to obtain a family of distances satisfying the triangle inequality between quantum states defined over a Hilbert space of arbitrary (but finite) dimension. Mainly because of its generality, this is a potentially powerful tool for finding new informational inequalities.

Regarding the properties of the resulting quantum Csiszár true distances $d_{f, \alpha}(\rho, \sigma)$ (cf. Equation (29)), as they are functions of the Uhlmann-Jozsa fidelity, they inherit all
the properties of $F(\rho, \sigma)$, for example, the monotonicity under completely positive tracepreserving quantum operations.

### 3.2. Examples

In this section, as examples of application, we apply the main result of this work to some specific $f$-divergences between two probability distributions $P=\left\{p_{i}\right\}_{i=1}^{n}$ and $Q=\left\{q_{j}\right\}_{j=1}^{n}$. In addition, in Table 1, we have included the expressions of the resulting quantum Csiszár true distances with their corresponding range of suitable $\alpha$ values, given by Proposition 1 and Equation (28).

Table 1. Quantum Csiszár true distances $d_{f, \alpha}(\rho, \alpha)$ and their corresponding suitable values of $\alpha$, satisfying Proposition 1, Equation (28), for the exemplary symmetric Csiszár divergences treated in Section 3.2.

| Csiszár Distance, $f(u)$ | $d_{f, \alpha}(\rho, \alpha)$ | True Distance for |
| :--- | :---: | :---: |
| Variational distance | $[1-F(\rho, \sigma)]^{\frac{\alpha}{2}}$ | $\alpha \in(0,1]$ |
| $\frac{1}{2}\|u-1\|$ | $[1-\sqrt{F(\rho, \sigma)}]^{\alpha}$ | $\alpha \in(0,1 / 2]$ |
| Hellinger discrimination | $[1-F(\rho, \sigma)]^{\alpha}$ | $\alpha \in(0,1 / 2]$ |
| $\frac{1}{2}(\sqrt{u}-1)^{2}$ | Triangular discrimination | $\frac{1}{2} \frac{(u-1)^{2}}{u+1}$ |
| Jensen-Shannon divergence | $\left[1-\mathrm{H}\left(\frac{1-\sqrt{1-F(\rho, \sigma)}}{2}\right)\right]^{\alpha}$ | $\alpha \in(0,1 / 2]$ |
| $\frac{1}{2}\left[(1+u)+u \log _{2}(u)\right.$ |  |  |
| $\left.-(1+u) \log _{2}(1+u)\right]$ |  |  |

### 3.2.1. Variational Distance

The variational distance (often referred to as the trace distance or Kolmogorov distance [32]) between two probability distributions $P$ and $Q$ is defined as,

$$
\begin{equation*}
D_{\mathrm{v}}(P, Q)=\frac{1}{2} \sum_{i=1}^{n}\left|p_{i}-q_{i}\right| . \tag{31}
\end{equation*}
$$

This distance belongs to the class of $f$-divergences (cf. Equation (1)). The corresponding function $f_{\mathrm{v}}(u)$ is given by:

$$
\begin{equation*}
f_{\mathrm{v}}(u)=\frac{1}{2}|u-1| . \tag{32}
\end{equation*}
$$

It is straightforward to verify that $f_{\mathrm{v}}^{*}(u)-f_{\mathrm{v}}(u)=0$. Thus, the variational distance fulfills the basic Csiszár properties 1-3 in Section 2.1.1, for $c=0$, leading to a well-defined distance (see Section 2) between probability distributions. Moreover, it is worth mentioning that the trace distance also defines a true distance, as it satisfies all the Properties 1-4 (cf. Section 2).

The corresponding quantum Csiszár distance $\mathcal{D}_{\mathrm{v}}$ between two pure quantum states $\left|\psi_{p}\right\rangle$ and $\left|\psi_{q}\right\rangle$, obtained via the optimization problem summarized in Theorem 2, is

$$
\begin{equation*}
\mathcal{D}_{\mathrm{v}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right) \doteq \sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}} \tag{33}
\end{equation*}
$$

Given that $D_{\mathrm{v}}(P, Q)$ satisfies the triangle inequality, $\mathcal{D}_{\mathrm{v}}$ is also a true distance between quantum states.

On the other hand, the so-called quantum trace distance between two density operators $\rho$ and $\sigma$, already introduced in the literature, is an example of a distance induced by a norm, i.e., the trace norm of an operator or Schatten $L_{1}$-norm. Indeed, the trace distance is defined as

$$
\begin{equation*}
D_{t r}(\rho, \sigma) \doteq \frac{1}{2}| | \rho-\sigma \|_{1} \doteq \frac{1}{2} \operatorname{Tr}|\rho-\sigma| \tag{34}
\end{equation*}
$$

where $|A|=\sqrt{A^{\dagger} A}$. Notably, this quantity can also be obtained from its classical form as a distance measure between two probability distributions (see Equation (31)) by means of the optimization over arbitrary POVM measurements described at the beginning of Section 3. Particularly, this distance constitutes an example of a procedure to define a quantum distinguishability measure when a single measurement process is involved. In this case, the problem at hand is to solve:

$$
\begin{equation*}
\max _{\mathbb{E}} D_{\mathrm{v}}\left(P_{\mathbb{E}}, Q_{\mathbb{E}}\right) \tag{35}
\end{equation*}
$$

where the maximum is taken over all possible POVMs. The result of this maximization procedure is summarized in the following theorem due to C. W. Helstrom [14,37]:

Theorem 3 ((Helstrom's) [37]). Let $p_{i}=\operatorname{Tr}\left(E_{i} \rho\right)$, and $q_{i}=\operatorname{Tr}\left(E_{i} \sigma\right)$. Then,

$$
\begin{equation*}
\max _{\mathbb{E}} D_{V}\left(P_{\mathbb{E}}, Q_{\mathbb{E}}\right)=\frac{1}{2} \operatorname{Tr}|\rho-\sigma|=\mathcal{D}_{t r}(\rho, \sigma), \tag{36}
\end{equation*}
$$

where the maximization is carried out over all POVMs.

Remarkably, when we consider the pure quantum states $\rho=\left|\psi_{p}\right\rangle\left\langle\psi_{p}\right|$ and $\sigma=$ $\left|\psi_{q}\right\rangle\left\langle\psi_{q}\right|$, the quantum trace distance turns out to be equal to the quantum Csiszár distance corresponding to the variational distance, i.e.,

$$
\mathcal{D}_{t r}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}=\mathcal{D}_{\mathrm{v}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)
$$

As we can see, in this case, the maximization over arbitrary POVMs leads to the same result as the optimization over the set of projective measurements we have employed in Theorem 2.

It remains to analyze the differentiability of $f_{\mathrm{v}}$. Clearly, this function is not derivable at $u=1$. However, this fact does not affect our result in Theorem 2 because of the constraint in Equation (13).

The extended quantum Csiszár distance resulting from the variational distance is

$$
\begin{equation*}
\mathcal{D}_{\mathrm{v}}^{\mathrm{ext}}(\rho, \sigma)=\sqrt{1-F(\rho, \sigma)} \tag{37}
\end{equation*}
$$

On the other hand, by introducing $f_{\mathrm{v}}$ in Equation (28), it is possible to show that

$$
\begin{equation*}
d_{\mathrm{v}, \alpha}(\rho, \sigma)=[1-F(\rho, \sigma)]^{\frac{\alpha}{2}} \tag{38}
\end{equation*}
$$

turns out to be a true distance in the space of quantum states for $\alpha \in(0,1]$.

### 3.2.2. Hellinger Discrimination

The Hellinger discrimination between the two probability distributions $P$ and $Q$ is defined as [38,39]:

$$
\begin{equation*}
D_{\mathrm{H}}(P, Q)=\frac{1}{2} \sum_{i=1}^{n}\left|\sqrt{p_{i}}-\sqrt{q_{i}}\right|^{2} . \tag{39}
\end{equation*}
$$

The corresponding function $f(u)$ is given by

$$
\begin{equation*}
f_{\mathrm{H}}(u)=\frac{1}{2}(\sqrt{u}-1)^{2} . \tag{40}
\end{equation*}
$$

As $f_{\mathrm{H}}^{*}(u)-f_{\mathrm{H}}(u)=0$ holds, the conditions of Theorem 2 are satisfied for $c=0$. The quantum Csiszár distance (cf. Definition 1) given by $f_{\mathrm{H}}(u)$ is

$$
\begin{equation*}
\mathcal{D}_{\mathrm{H}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right) \doteq 1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right| . \tag{41}
\end{equation*}
$$

The previous quantity is not the only existing quantum extension of the Hellinger discrimination. Ref. [38] introduced, by natural extension of the classical case, the Hellinger distance,

$$
\begin{equation*}
H_{e}(\rho, \sigma) \doteq 1-A(\rho, \sigma) \text { with } A(\rho, \sigma) \doteq \operatorname{Tr} \sqrt{\rho} \sqrt{\sigma} \tag{42}
\end{equation*}
$$

as an informational distance on the quantum states' space. The quantity $A(\rho, \sigma)$ is called quantum affinity, and it stands for the quantum extension of $A(P, Q)=\sum_{i} \sqrt{p_{i} q_{i}}$. Note that we have discarded the factor 2 in the expressions of $H_{e}$ and $A$ (see Ref. [38]). The reason is that we have the factor $1 / 2$ in the definition of the classical distance (cf. Equation (39)). In this way, if the quantum states $\rho$ and $\sigma$ do commute, then $H_{e}$ does coincide with $D_{\mathrm{H}}$.

In the case of pure quantum states, $A\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}$; therefore, $H_{e}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}$. As we can see, $H_{e}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)>\mathcal{D}_{\mathrm{H}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)$ for nonorthogonal quantum states.

For the Hellinger discrimination, the extended quantum Csiszár distance is

$$
\begin{equation*}
\mathcal{D}_{\mathrm{H}}^{\mathrm{ext}}(\rho, \sigma)=1-\sqrt{F(\rho, \sigma)} . \tag{43}
\end{equation*}
$$

In addition, taking into account Equation (28) in Proposition 1, we have that for $\alpha \in(0,1 / 2]$,

$$
\begin{equation*}
d_{\mathrm{H}, \alpha}(\rho, \sigma)=[1-\sqrt{F(\rho, \sigma)}]^{\alpha} \tag{44}
\end{equation*}
$$

is a true distance in the space of quantum states.

### 3.2.3. Triangular Discrimination

The triangular discrimination between the two probability distributions $P$ and $Q$ is defined as $[40,41]$

$$
\begin{equation*}
D_{\mathrm{T}}(P, Q)=\frac{1}{2} \sum_{i=1}^{n} \frac{\left|p_{i}-q_{i}\right|^{2}}{p_{i}+q_{i}}, \tag{45}
\end{equation*}
$$

and it is a symmetrized version of the chi-square divergence [42], also known as the Le Cam divergence [43]. The corresponding function $f(u)$ defining this Csiszár divergence can be written as a Csiszár divergence by taking the corresponding function $f(u)$ as

$$
\begin{equation*}
f_{\mathrm{T}}(u)=\frac{1}{2} \frac{(u-1)^{2}}{u+1} \tag{46}
\end{equation*}
$$

As in the previous cases, it is straightforward to see that $f_{\mathrm{T}}^{*}(u)=f_{\mathrm{T}}(u)$; therefore, the triangular discrimination satisfies the conditions of Theorem 2 for $c=0$.

The Csiszár quantum distance associated with this notion of distinguishability is (cf. Definition 1)

$$
\begin{equation*}
\mathcal{D}_{\mathrm{T}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right) \doteq 1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2} \tag{47}
\end{equation*}
$$

To the best of our knowledge, there is no other quantum extension based on the triangular discrimination $D_{\mathrm{T}}$. Nevertheless, it is noteworthy that

$$
\begin{equation*}
\mathcal{D}_{\mathrm{T}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=H_{e}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right) \tag{48}
\end{equation*}
$$

holds, where $H_{e}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)$ is the Hellinger distance proposed in Ref. [38] by Luo and Zhang.
The extended quantum Csiszár distance for the triangular discrimination can be expressed as follows:

$$
\begin{equation*}
\mathcal{D}_{\mathrm{T}}^{\mathrm{ext}}(\rho, \sigma)=1-F(\rho, \sigma) . \tag{49}
\end{equation*}
$$

In addition, Equation (28) implies that for any $\alpha \in(0,1 / 2]$, the expression,

$$
\begin{equation*}
d_{\mathrm{T}, \alpha}(\rho, \sigma)=[1-F(\rho, \sigma)]^{\alpha}, \tag{50}
\end{equation*}
$$

fulfills the triangle inequality in the quantum-state space. As we can see, the quantum Csiszár true distances given by the Hellinger and the variational distance are equivalent, although the corresponding quantum Csiszár distances are different.

### 3.2.4. Jensen-Shannon Divergence

The Jensen-Shannon divergence between two probability distributions $P$ and $Q$ can be written in the following form [44]:

$$
\begin{equation*}
D_{\mathrm{JS}}(P, Q)=\frac{1}{2}\left[D_{\mathrm{KL}}\left(P, \frac{P+Q}{2}\right)+D_{\mathrm{KL}}\left(Q, \frac{P+Q}{2}\right)\right], \tag{51}
\end{equation*}
$$

where $D_{\text {KL }}(P, Q)=\sum_{i} p_{i} \log _{2} \frac{p i}{q i}$ is the Kullback-Leibler divergence. The Csiszár function corresponding to the Jensen-Shannon divergence is

$$
\begin{equation*}
f_{\mathrm{JS}}(u)=\frac{1}{2}\left[(1+u)+u \log _{2}(u)-(1+u) \log _{2}(1+u)\right] \tag{52}
\end{equation*}
$$

for $u \in \mathbb{R}_{+}$. Additionally, this Csiszár divergence satisfies $f_{\mathrm{JS}}^{*}(u)=f_{\mathrm{JS}}(u)$; therefore, the basic properties for having a distance in the space of probability distributions are fulfilled for $c=0$ (see Section 2.1.1). Moreover, in the classical case, it was shown that the square root of $D_{\mathrm{JS}}(P, Q)$ satisfies the triangle inequality [45-48].

The resulting quantum Csiszár distance corresponding to the Jensen-Shannon divergence can be written in terms of the binary entropy function $\mathrm{H}(p) \doteq-p \log _{2}(p)-(1-$ p) $\log _{2}(1-p)$,

$$
\begin{equation*}
\mathcal{D}_{\mathrm{JS}}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=1-\mathrm{H}\left(\frac{1-\sqrt{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|^{2}}}{2}\right) \tag{53}
\end{equation*}
$$

This particular measure of distinguishability was analyzed in Ref. [12] in which it was shown that $\mathcal{D}_{\text {JS }}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)$ is equal to the accessible information associated with the ensemble $\left\{\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right\}$, for the equiprobable case, and given by the projection measurement we considered in Theorem 2.

Another quantum extension of the Jensen-Shannon divergence was proposed in Ref. [44] by natural extension of the classical quantity. The quantum Jensen-Shannon divergence (QJSD) can be written as:

$$
\begin{equation*}
\operatorname{QJSD}(\rho, \sigma) \doteq \frac{1}{2}\left[\mathrm{~S}_{r}(\rho \| \bar{\rho})+\mathrm{S}_{r}(\rho \| \bar{\rho})\right] \tag{54}
\end{equation*}
$$

where $\bar{\rho}=\frac{\rho+\sigma}{2}$, and $\mathrm{S}_{r}(\rho \| \sigma)=\operatorname{Tr} \rho\left(\log _{2} \rho-\log _{2} \sigma\right)$ is the quantum relative entropy. For pure quantum states, the QJSD reduces to

$$
\begin{equation*}
\operatorname{QJSD}\left(\left|\psi_{p}\right\rangle,\left|\psi_{q}\right\rangle\right)=\mathrm{H}\left(\frac{1-\left|\left\langle\psi_{p} \mid \psi_{q}\right\rangle\right|}{2}\right) \tag{55}
\end{equation*}
$$

Additionally, the QJSD is the Holevo bound (often called Holevo information) related to the ensemble $\{\rho, \sigma\}$, in the equiprobable case.

The extended quantum Csiszár distance for the Jensen-Shannon divergence is given by:

$$
\begin{equation*}
\mathcal{D}_{\mathrm{JS}}^{\mathrm{ext}}(\rho, \sigma)=1-\mathrm{H}\left(\frac{1-\sqrt{1-F(\rho, \sigma)}}{2}\right) . \tag{56}
\end{equation*}
$$

Finally, bearing in mind Proposition 1, it is easy to show that

$$
\begin{equation*}
d_{\mathrm{J}, \alpha}(\rho, \sigma)=\left[1-\mathrm{H}\left(\frac{1-\sqrt{1-F(\rho, \sigma)}}{2}\right)\right]^{\alpha} \tag{57}
\end{equation*}
$$

defines a true distance in the space of quantum states for $\alpha \in(0,1 / 2]$. This was firstly addressed in Ref. [12].
3.2.5. Comparison between $\mathcal{D}_{f}^{\max }$ and $\mathcal{D}_{f}^{\text {ext }}$

Given two arbitrary quantum states $\rho$ and $\sigma$, let us define

$$
\begin{equation*}
\mathcal{D}_{f}^{\max }(\rho, \sigma) \doteq \max _{\mathbb{E}_{1}} D_{f}\left(P_{\mathbb{E}_{1}}, Q_{\mathbb{E}_{1}}\right) \tag{58}
\end{equation*}
$$

where $\mathbb{E}_{1}$ is a von Neumann measurement, and $P_{\mathbb{E}_{1}}$ and $Q_{\mathbb{E}_{1}}$ are the probability distributions given by Equations (6) and (7), respectively.

One may ask about the difference between $\mathcal{D}_{f}^{\max }$ and $\mathcal{D}_{f}^{\text {ext }}$, defined in Equation (24). Based on the numerical simulation shown in Figure 1, we state the following conjecture:

Conjecture 1. Let $\rho$ and $\sigma$ be two quantum states defined over an $n$-dimensional Hilbert space.

$$
\mathcal{D}_{f}^{\text {ext }}(\rho, \sigma) \geq \mathcal{D}_{f}^{\max }(\rho, \sigma)
$$

holds. In addition, in the case of the Hellinger discrimination (cf. Equation (39)), the equality

$$
\mathcal{D}_{H}^{\text {ext }}(\rho, \sigma)=\mathcal{D}_{H}^{\max }(\rho, \sigma)
$$

holds.
In Figure 1, we show the results of $\mathcal{D}_{f}^{\max }$ and $\mathcal{D}_{f}^{\text {ext }}$ evaluated for two thousand pairs of qubit quantum states, generated pseudo-randomly according to the uniform distribution over the Bloch ball.

(a) Trace distance

(b) Hellinger discrimination
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Figure 1. Comparison between $\mathcal{D}_{f}^{\max }$ (cf. Equation (58)) and $\mathcal{D}_{f}^{\text {ext }}$ (cf. Equation (24)) for two thousand pairs of qubit quantum states, generated pseudo-randomly from the uniform distribution over the Bloch ball, for the symmetric Csiszár divergences considered in Section 3.2.

## 4. Concluding Remarks

In this paper, we extended previous results in order to develop a procedure to build quantum distances starting from a set of symmetric $f$-divergences used as measures of dissimilarity between two probability distributions. The procedure involved a set of measurements performed upon the system of interest. Starting from different initial quantum states, probability distributions were obtained in association with the different possible outcomes obtained after performing a measurement upon the quantum system. Given the complexity of the general problem, we focused on the problem of distinguishing between two given pure states in the case of measurements represented by the projective measurement of rank 1. As a consequence, the posed problem was expressed in the form of an optimization procedure for a given $f$-divergence between the probability distributions associated with the different possible outcomes, over the set of rank-1 projectors. Thus, the resulting quantum distance belongs to the set of distinguishability measures in the quantum realm $[10,11]$. We found a closed form for this optimization process (cf. Definition 1), which allows one to obtain quantum distances starting from a set of symmetric $f$-divergences (cf. Theorem 2). Next, we showed that these quantum distances could be extended to the case of mixed quantum states by means of a procedure known as purification (see Definition 2). As it has been shown that a purification process can be physically implemented, this last result implies that an operational interpretation could be given to the obtained distinguishability measures between quantum states. In addition, we also analyzed the possibility of defining quantum distances satisfying the triangle inequality (i.e., true distances ) by revisiting a criterium to be fulfilled by a particular function $f(u)$ defining a Csiszár divergence (cf. Section 2); this can be found in Proposition 1. Thus, in the case of symmetric $f$-divergences, we also obtained the quantum distances, which satified the triangle inequality. In order to present some specific examples, we applied the general result to some relevant cases of Csiszár divergences such as the Variational Distance, Hellinger and triangular discrimination, and the Jensen-Shannon divergence (see Section 3.2). In the case of the Variational Distance and the Jensen-Shannon divergence, we also verified that our procedure was in agreement with the known results. In addition, we demonstrated that the resulting quantum Csiszár true distances for the triangular discrimination and the variational distance were equivalent. In the case of the Hellinger discrimination, we compared the corresponding Csiszár quantum distance, Definition 1, with the Hellinger distance considered in Ref. [38], demonstrating that the one obtained in this work was lower than the one introduced in Ref. [38]. This was linked also to the case of triangular discrimination. The quantum Csiszár distance given
by the triangular discrimination was equal to the Hellinger distance proposed in Ref. [38], showing a connection between the preceding quantity and the measurement procedure.

Additionally, we presented numerical simulations-involving pairs of qubit states pseudo-randomly distributed over the Bloch ball-contrasting two quantities: the extended quantum Csiszár distance, Equation (24), and the optimized Csiszár divergence over arbitrary von Neumann measurements, Equation (58). This calculation allowed us to propose a conjecture, i.e., extended quantum Csiszár distances are generally greater than or equal to the ones resulting from taking the maximum of the Csiszár divergence over arbitrary measurements (for example, the equality is attained in the case of the Hellinger discrimination), see Conjecture 1.

The derivation of true distances in the quantum realm induced by fidelity is interesting and clearly well motivated as these magnitudes find applications in a variety of research subjects related to quantum information theory and quantum information processing, such as non-locality, quantum correlations, open quantum systems, quantum phase transitions, quantum coherence, among others [23,49-55]. In particular, due to the fact that the quantum Csiszár true distances introduced in this work satisfy the triangle inequality and can be given an operational interpretation in terms of the measurement and purifications processes, they are promising quantities that could find applications in channel discrimination theory [16], the study of non-Markovianity and information backflow in open quantum systems [17,18], the evaluation of the presence of quantum correlations [19], and the definition of new distance measures in the space of quantum channels [20].

In addition, the well-known results of the harmonic analysis allow us to determine, at least in principle, a map from a metric space into a Hilbert space in such a way that the true distance between two points is equal to the distance between the corresponding points in the Hilbert space $[46,56,57]$. Therefore, we believe that our results may also contribute to strengthening the link between geometric aspects of information theory and quantum information.
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