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Abstract: Prediction of missing links is an important part of many applications, such as friends’
recommendations on social media, reduction of economic cost of protein functional modular mining,
and implementation of accurate recommendations in the shopping platform. However, the existing
algorithms for predicting missing links fall short in the accuracy and the efficiency. To ameliorate
these, we propose a simplified quantum walk model whose Hilbert space dimension is only twice
the number of nodes in a complex network. This property facilitates simultaneous consideration of
the self-loop of each node and the common neighbour information between arbitrary pair of nodes.
These effects decrease the negative effect generated by the interference effect in quantum walks
while also recording the similarity between nodes and its neighbours. Consequently, the observed
probability after the two-step walk is utilised to represent the score of each link as a missing link,
by which extensive computations are omitted. Using the AUC index as a performance metric, the
proposed model records the highest average accuracy in the prediction of missing links compared
to 14 competing algorithms in nine real complex networks. Furthermore, experiments using the
precision index show that our proposed model ranks in the first echelon in predicting missing links.
These performances indicate the potential of our simplified quantum walk model for applications in
network alignment and functional modular mining of protein—protein networks.

Keywords: quantum walk; cyberphysical systems; complex networks; missing link prediction;
Grover diffusion operator

1. Introduction

Prediction of missing links, also known as link prediction, is focused on predicting
missing (deleted) links or existence of possible links in future. For example, in some social
media platforms, the network considers the existence of multiple common friends between
a user and some strangers as justification to expand one’s circle of friends. Such a scenario
is caused by effects generated by application of link prediction. In such application, the
similarities between nodes are the main reference in link prediction [1,2]. In algorithms for
predicting missing links for personalised recommendation [3,4], network alignment [1],
broad learning [2,5], and exploration of functional modularity of protein—protein net-
works [6], temporal and resource costs are conserved. Meanwhile, in complex networks,
missing link prediction can be classified into three categories: similarity-based algorithms,
structural characteristics of network-based likelihood analysis algorithms (models), and
algorithms with heuristic information.

In similarity-based algorithms for link prediction, Common Neighbour (CN) is the
most intuitional information that records the number of common neighbours between
two nodes in a complex network [7]. Using CN, many algorithms (also called indices)
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such as Jaccard index [8], Salton index [9], Sorenson index [10], etc. [2,11,12] have been
designed and improved. Despite the effectiveness and simplicity of these indices, their
accuracy is lean due to sensitive to structural characteristics of the network. To improve
accuracy in prediction of missing links, path-based similarity algorithms and random walk-
based similarity algorithms were put forward, where the length of path-based algorithms
that are known to affect the prediction accuracy [13,14] are considered. Moreover, it is
considered that the accuracy of local random walk-based algorithms is also sensitive to
walk steps [14-16]. Consequently, in various types of networks, the prediction accuracy
utilising path-based and random walk-based algorithms are deemed unstable.

By contrast, structural characteristics of network-based likelihood analysis algorithms
(models) have exhibited high accuracy in link prediction where Bayesian analysis and
network characteristics are utilised simultaneously, such as the hierarchical structure
model [17], stochastic block model [18], and loop model [19]. However, these likelihood
analysis-based algorithms lack practicality in link prediction due to excessive time com-
plexity. Accordingly, heuristic information attached to an existing conventional algorithm
has been considered as an innovative direction to improve existing models. For instance,
since the links between similar nodes are preferentially existent in the same community,
community detection is used to increase the scores of links located in the same community
and improve accuracy [20]. Furthermore, since demand associated with deciding nonex-
istent links is one major reason for the low accuracy of the algorithms, k-shell is utilised
to determine if there is an existent link in the original network to improve accuracy of
prediction [21]. However, considering the heuristic algorithms that use community infor-
mation as an instance, the number of detected communities and a network with or without
obvious community structure will affect the performance of an algorithm. Consequently,
prediction accuracy of existing algorithms with heuristic information is further affected by
structural characteristics of various types of networks.

Based on the above analysis, the prediction accuracy for link prediction algorithms
needs further improvement. Recently, the superlative performance reported from the
use of quantum walks in complex network analysis has been harnessed for community
detection [22], identification of significant link [23] and node [24,25], and also in similarity
judgement between network graphs [26]. Exploring the reported advantages of quantum
walks, this study proposes a simplified quantum walk model to predict missing links in
complex networks. Our study makes two major contributions:

(i) Compared to existing quantum walk models on a complex network, the complexity
and the negative effects generated by the interference effect of quantum walk are
minimised in the proposed simplified quantum walk model. In contrast, since the con-
struction method entirely depends on direct product operation and restricts by strict
unitary evolution, other quantum walks on the complex network do not circumvent
these effects and cannot effectively develop the structural characteristics of networks.

(i) The proposed model can be utilised for predicting the missing links of complex
networks, which has a high accuracy in two indices on link prediction, because the
common neighbour and similarity between nodes are effectively contained in the
evolution operator of the proposed model. Experimental validation of the proposed
model indicates that, despite limiting its walk to two steps, the proposed simplified
quantum walk model outperforms other random walk-based algorithms as well as
global similarity-based algorithms in the prediction of missing links.

The remainder of the study is organised as follows: in Section 2, the intrigues of
missing link prediction are introduced as a prelude to outlining our proposed simplified
quantum walk model on complex networks in latter parts of the same section. In Section 3,
the nine real complex networks and fourteen comparison algorithms used for our experi-
ments are described while outcomes of experiments on AUC and precision indexes are also
reported and discussed. Conclusions and future work are written in Section 4.
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2. Predicting Missing Links and the Proposed Simplified Quantum Walk Model

This section first describes the definition of a link prediction problem and its evaluation
criteria, and then introduces the proposed simplified quantum walk model.

2.1. Prediction of Missing Links in Complex Networks

Given an undirected complex network ¢ = (V, E), V represents the set of nodes and
E denotes the set of links, |V| = N and |E| = M. A simple undirected complex network
represented by a lactic aid molecular is depicted in Figure 1a, and its structural graph
is presented in Figure 1b. Moreover, in real life, social relationships among individuals,
purchase recording among various commodities, and interaction relation between proteins
can be abstracted as networks, which are similar to the form depicted in Figure 1b.
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Figure 1. Illustration of complex network and link prediction. (a) structure of lactic aid; (b) molecular
graph of lactic aid; (c) illustration of link prediction.

In such a network g, assuming that set E is randomly divided into two components
T'and E” based on a probability 7; then, set ET is utilised for storing training data and
EP is employed for recording missing links, which are links to be predicted (also called as
prediction set). Two sets obtained by dividing satisfy the relation |ET| = y|E| (17 € (0 1)),
ETNEP = g,and ET U EP = E. Meanwhile, for a network G composed of V and E7, i.e.,
G=(V,E ), the purpose of link prediction is to predict links in E” by scoring all links using
some algorithm (model) where all links belong to a universal set E U ET C EYand EP C EU.
In other words, when an algorithm is utilised for predicting missing links, it scores all
links in G corresponding to a completed network, whether the link exists in G or not. To
elucidate, suppose that an individual simultaneously has social accounts on the Twitter and
LinkedIn platforms, as described in Figure 1c, where solid lines between users represent
the existing friend relations, and the dashed line coloured by orange between users denotes
a possible link in future. It can then be surmised that the dashed line corresponds to a
missing link that can be predicted by computing the similarity between two users.
Moreover, since the similarity between two nodes is regarded as an inference to link
prediction [1], then the predicted result using an algorithm can be quantified by scoring to
similarity between nodes. Generally speaking, the common practice is to use one major
index and one minor index as a criterion to estimate the performance of an algorithm
(a model) [2]. In many instances, the area under the receiver operating characteristic
curve (AUC) is employed as a major index for evaluating accuracy of an algorithm in
link prediction, while the precision index is used as a minor index to further compare
performance in the prediction of missing links, especially when obtained AUC values using
various algorithms are approximate. In the AUC index, the links in a prediction set are
denoted as E” and those in (EY — E), (which denote nonexistent links in G), are randomly
and independently sampled multiple times and 1 is added to the AUC value if the score
of a link in E” is greater than score of a link in (EY — E). When two scores are equal, 0.5
is added to the AUC value, and the value is unchanged otherwise. Consequently, when
sample times are set to 1, the AUC index is defined as

AUC = L0012 +:'5”2, 1)
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where n = ny + np. Additionally, the precision index is used to record the accurate forecast
ratio in top-L links, where it is assumed that / links are accurately predicted. Thence, the
precision index can be defined as

)
Zl (2)

where L denotes the total number of links to be evaluated, L < M. In instances where
predicted outcomes of various algorithms correspond to the approximate in the AUC

index, the algorithm with the greater precision value is considered as a better choice in the
prediction of missing links.

Pre:

2.2. Application of the Proposed Model in Link Prediction

Implementation of the proposed simplified quantum walk model on a complex net-
work is built on three parts: definition of Hilbert space and state vector on the complex
network, construction of evolution operator during the walking, and observation of simi-
larity between two nodes based on the evolved result.

2.2.1. Hilbert Space and State Vector on a Complex Network

To definite the Hilbert space of our model on a complex network, the number of
selectable walk directions of each node is required to be determined. Different from
existing quantum walks on regular graphs, the determination and compression of the
spatial dimensionality associated with the proposed model on complex networks is a
challenge because each node in complex networks has an irregular number of neighbours.
Considering a network G = (V,ET) as defined in Section 2.1, and assuming that the
neighbours of node j are regarded as a whole (recorded as wy;)), then, for such a node, only
two directions can be determined as paths of the walk, i.e., from node j to itself and from
node j to its neighbours wy(;), respectively. In wy;;), N(j) denotes the neighbours of node
j while notation wy ;) of merging the neighbours N(j) of node j as a whole is illustrated in
Figure 2a, where the range coloured in green expresses neighbours of node j that are treated
in unison, i.e., WN(j)- Since for a node in network G, only two directions can be selected in
the process of walking and there are N nodes in network G; therefore, the dimensionality
D of the Hilbert space of our model on network G is equal to twice the number of nodes
in network G, i.e., D = 2N. In contrast to existing studies on quantum walk models for
complex network, the total dimensionality of the Hilbert space is greatly decreased in our
proposed model. For example, for an identical network G, the dimensionality of Hilbert
space in Szegedy’s walk is equal to N? [24,27], the dimensionality of Fourier quantum
walk and other quantum walk achieved by direct sum operation [22,28] is equal to twice
the number of links in G, i.e., 2|ET|. Consequently, less space consumption is expected
from the proposed quantum walk model, especially when G belongs to a dense network.

Meanwhile, in quantum walks, the network on which particles walk is always viewed
as a quantum system, and the change of such a system is recorded and expressed by a
state vector. Since, as previously observed, the dimensionality of network system G is
defined as 2N; then, the number of elements in state vector |) is equal to 2N. As also
mentioned earlier, there are two possible directions during a walk we denote as |0) and
|1), respectively. Therefore, assuming that |¢) is a superposition at initial time (f = 0),
expressed as

9(0)) =} le) ® ) a;(0)]f), ®)

where |f) expresses the orthogonal basic of node j, ¢ € {0,1}, and «;(0) represents proba-
bility amplitude of node j at initial time such that the initial probability amplitude can be
considered as equal superposition, then a;(0) = ﬁ Moreover, in other quantum walk
models, such as Fourier walk [22], the state vector at initial time is constructed by direct
sum operation of orthogonal basis of each node. By contrast, the computational form of
state vector in our model has lesser time complexity.
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(@) (b) (0)
Figure 2. Illustration of merging idea, traceback, and self-loop in quantum walks. (a) merging idea;
(b) traceback; (c) self-loop.

2.2.2. Construction of Evolution Operator in the Proposed Model

The construction of the evolution operator is a key step towards the prediction of
missing links in the proposed simplified quantum walk model. This corresponds to a
series of important steps in typical non-quantum algorithms. In the proposed model, the
evolution operator incorporates both common neighborhood and connectivity information
between nodes to ensure that each link of the network is predicted based on similarity
characteristics between nodes. Assuming that the adjacency matrix of network G is A4, A ik
denotes the connectivity of node j and node k; then, A;; is 0ife(j, k) & E T and A jk is equal
to 1ife(j, k) € ET. Referring to form of the Grover diffusion operator [29], each element in

coin operator is defined as
2

G = —Ajx+ TR )

In Equation (4), |T'(j, k)| denotes the number of common neighbours between node j
and k in G and according to it, the full coin operator G can be realised. It is trivial that the
Grover coin presented in Equation (4) contains the similarity information and connectivity
between an arbitrary pair of nodes.

Meanwhile, in terms of the shift operator, notations |0) and |1) often represent left
and right walk directions, whereas since neighbours of node j are considered as a whole
(as depicted in Figure 2a), the notations |0) and |1) in the proposed model denote walking
along the self-loop of current node j in the direction of node j. Consequently, the shift
operator in the proposed simplified model is defined as the accumulated sum of different
walk direction |c)(c = 0,1), for which the shift operator is defined as

S NO"O ! N(j)l'kl 5
= L0000+ e 3 k1) ®)

where N(j) indicates the nearest neighbour set of node j.

When G is a certain graph, the shift operator calculated via Equation (5) can be
considered as a matrix composed of four block matrices with an N-dimension where
the two diagonal matrices are the identity matrix and the matrix containing adjacency
relation of network G, respectively. Other matrices are null matrices. In the shift operator
S, this identity matrix and the matrix with adjacency relation are retained as components
of the proposed simplified quantum walk model. This simple framework facilitates the
advantages enumerated in the sequel.

The first effect of an identity matrix is equivalent to adding a self-loop to each node
in G, while the effect of traceback generated by quantum superposition in a quantum
walk will be effectively decreased. Traceback connotes that a particle oscillates or jumps
repeatedly between the same pair of nodes. As exhibited in Figure 2b, for a quantum walk
with a four-step walk, a possible traceback scenario where the particle jumps between
node j and node k multiple times may occur. In this manner, this traceback will generate
extensive redundant information, and such redundant information will disturb judgement
regarding the accuracy of the observed probabilities in predicting the missing links.
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Since the traceback is caused by quantum superposition, it cannot be eliminated
by simply reducing the walk step. However, adoption of shift operator S presented in
Equation (5) can effectively decrease the highlighted negative effects of traceback. As
described in Figure 2c, a dangling node j has a unique walk direction if there is no self-loop
over j, but the possibility of a particle staying at node j will be increased if the dangling
node j has a self-loop because of a non-unique walk direction. This scenario occurs because
the oscillations between a pair of nodes will be relatively decreased. In this manner, the
shift operator S presented in Equation (5) can help curtail the negative effects generated
by traceback. Moreover, the mechanism of self-loop can refer to a three-state quantum
walk on one-dimensional lattice, where self-loop in the three-state quantum walks has been
established to increase the probability of particle remaining at the initial node [30-32].

In the meantime, since the evolution operator is a composite of coin operator and shift
operator, by combining Equation (5) and Equation (4), the evolution operator U of our
proposed model can be defined as

U=5S-(G“®1), (6)

where [ is a two-dimensional identity matrix that helps to maintain an identical dimension
between S and (G© ® ). When the proposed quantum walk model is a t-step walk, the
operator U is applied ¢ times; hence, the evolution of network system G after a t-step walk
is defined as

lp(t)) = U'[y(0)), )

where |1p(t)) represents the state vector of the proposed model at time ¢ (also interpreted as
occurring evolution t times).

2.2.3. Observation of Similarity between Two Nodes

After some finite-step walk, the observed probabilities on network G can be used
to estimate the similarity score of each link in EY. For an arbitrary link e(j, k) € EY, its
score P,(; ) is equal to the possibility of e(j, k) being a missing link in network G. When
the evolution operator is applied f times, the observation of similarity on e(j, k) can be
interpreted as

Py = (lUlp(D) = (1U'[p(0)), ®)

where (]| is the conjugate transpose of |j) and the evolution operator U takes up the
state defined earlier in Equation (6). Considering two walk directions: leftward state
|0) corresponding to walking along self-loop and rightward state |1) that corresponds
to walking toward neighbours of node j, then |j) is defined in the form presented in
Equation (9).

TG R &
iy = TR 1y o 1), ©)
| ’ c=0
where LU represents the ratio of the number of common neighbours between j and

ET]
k to number of links in testing set ET (i.e., the number of links in G), and |j) denotes
the orthogonal basis of node j. We note that, since for node j, the structural information
of neighbours is contained in Equation (9), the orthogonal basis of node k need not be
calculated again in Equation (8). The computed result of all links in EY in Equation (8) is
then recorded as a similarity matrix, where each element is obtained by P,; 1). Our walk
step is set at 2, which attenuates the negative effects generated by traceback while retaining
the quantum superposition in quantum walk.

Combining the above designs and analysis, we obtain insight into the architecture
of the proposed simplified quantum walk model, as presented in Figure 3. Consequently,
compared to other quantum walk models for complex networks, our model differs in
the following ways: (i) It avoids the constraint where an accumulated sum of observed
probabilities of all nodes must equal to 1. This makes the observed result closes to the
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similarity expected between nodes, and more benefit structural characteristics will be
captured by our proposed model. In fact, this property connotes the simplicity attributed
to the proposed model. (ii) In other quantum walks on complex networks (e.g., the Fourier
walk [22]), since a self-loop is equivalent to setting the diagonal element of the adjacency
matrix as 1 and a node may have hundreds of neighbours in a complex network, it will
cause the effect of a self-loop to be very weak. By contrast, in the evolution operator of our
proposed model, the self-loop is denoted as an independent identity matrix, which can
enhance the effect of particle staying at itself, i.e., relatively weakening the negative effect
generated by traceback. (iii) Additionally, compared to existing quantum walk models,
the proposed model decreased space complexity (total dimensionality of Hilbert space).
Furthermore, based on the rule analysed in Section 2.2.2, the coding of the proposed model
will consume less time, where key elements responsible are not available in other quantum
walk models.
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Figure 3. Architecture of the proposed simplified quantum walk model.

3. Prediction of Missing Links Using the Proposed Model

The experiments reported and discussed in this section were on nine complex net-
works; these networks cover multiple real-life seniors, including social relationships be-
tween members of a club, neural network of a human brain, co-occurrence relation of
different nouns (words) in a novel, email interchanges among various individuals, air
routes between US airports, and metabolic interaction between proteins and proteins. Key
statistical characteristics of these complex networks are enumerated in Table 1, where
N and M represent the amount of nodes and links, (k) and d are the average degree of
networks and diameter of the networks, while ¢ and p denote the clustering coefficient of
network and associativity coefficient of the networks, respectively.

Table 1. Statistical characteristics of complex networks.

Networks N M (k) A d c I
Karate [33] 34 78 4.588 17 5 0.256 —0.475
Brain [33] 91 1989 43.714 248 3 1.304 —0.343
Adjnoun [34] 112 425 7.589 49 5 0.190 —0.129
Em1 [33] 167 3251 38.934 139 5 0.685 —0.295
Eco [33] 259 2942 19.560 108 6 0.395 0.018
USAir [33] 332 2126 12.807 139 6 0.749 —0.207
IceFire [35] 796 2823 81.982 122 9 0.209 —0.115
Em?2 [33] 1133 5451 9.622 71 8 0.254 0.078
Yeast [36] 1870 2277 2.435 56 19 0.055 —0.161
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Furthermore, our proposed performance analysis is based on comparisons between
the proposed model and fourteen algorithms on the selected complex networks. The
fourteen algorithms include those on local neighbours-based algorithms [7-12], local or
global paths-based algorithms [37,38], and random walk-based algorithms [15,16,39]. We
note here that it has been observed that, in random walk-based algorithms, Neighbour
Contribution (NC) offers significant advantage over traditional algorithms [15]. In the
reported experiments, the walk step of such algorithms is preset to 3. The mathematical
description of the fourteen algorithms is highlighted in Table 2, wherein d; represents
degree of node j, A denotes the adjacency matrix of network G, I is an identity matrix, l;“k

expresses an element in the Laplace matrix of network G, and dqy is equivalent to the
maximum degree in G.

Table 2. Overview of algorithms used in comparisons.

Algorithm (Indices) Mathematical Expression
Common Neighbours [7] (CN) sjclf\’ = |N(j) " N(k)|
Salton Index [9] sjs,zl“’” — INGION(K)| );ﬁ ik)l
Jaccard __ |N(j)NN(k)|
Jaccard Index [8] Sik = 7|N(j)uN(k]2|
Sorenson Index [10] 5]5,25”50” = %
] k
Hub Promoted Index [36] (HPI) sﬁ(P I = %
] k
Hub Depresses Index [37] (HDI) sfka I — %
Preferential Attachment [11] (PA) S]P f =d; - dy
Admic-Adar [12] (AA) 51 = LeeNG)NN(K) Tog(i]
Resource Allocation [37] (RA) s}?{“ = Y2eN(j)NN(k) %
Local Path [37] (LP) SLP = A% 4 a A3
Katz [38] skatz — (1 —aA)~1 — 1T
Average commute time [16] (ACT) SACT — A2 + a A3
Random walk similarity by cosine [39] (Cos+) S]AkCT = m

Neighbour Contribution [15] (NC) S%(C(?)) = Z?:z(%n]{p + Wﬂil))

]

3.1. Performance Analysis Using the AUC Index for Different Values of

The sample times for n in Equation (1) are set to 672,400 in this experiment. This
choice is motivated by observations that AUC has a guaranteed absolute error within the
range of 1073, For different values of 17 presented in Section 2.1, the evaluated values of
AUC using various algorithms may change, since 7 represents the different size of training
set ET. In this experiment, # has default values of 0.9 and 0.8 for outcomes reported in
Figure 4 and Figure 5, respectively. In these figures, each block denotes the AUC value
using an algorithm on a complex network, where the highest AUC value in a network is
marked with a red triangle, and the higher AUC values imply the better performance in
the prediction of missing links.
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AUC
g
T - 06467 0.6024 05734 05728 05958 0.5629 0.6010 0.6606 0.6653 0.5448 0.6391 0.5757 |0.7644 0.7689 0.6104
N A 0.9
<
& - 0.7704 0.4052 [ 0.4055 XYEA 0.3652 | 0.8983 I. 0.8300 | 0.8385 0.8970
Q
- 0.8
i~
£ - 06773 06220 06190 06184 05698 0.6164 0.7674 0.6743 0.6717 0.7541 0.7315 0.7488 0.5794.0.7626
<
-07
e
&
§ 23 38 | 0.917 759 | 0.93 _06

0.8755 0.8213 | 0.9061 | 0.9125 | 0.8945
-0.5

- 0.5707 0.5704 0.5278 0.5278 JUPZvIW 0.5278 0.4795 0.5662 0.5701 0.5939 0.5515 0.5246 0.6273 07235 0.5893

IC@Flre

Yease

rerson 5\al woL oA 1S _A \P etz pCV cos¥ oul

N garon \acc_afd o

Figure 5. Outcomes of AUC index using various algorithms for 77 = 0.8.

As reported in Figure 4, on seven networks (i.e., Karate, Brain, Adjnoun, Em1, IceFire,
Yeast, and Eco networks), the proposed model has the highest AUC values. As shown in
Figure 5, on six networks (i.e., Karate, Brain, Adjnoun, Em1, IceFire, and Yeast networks),
our model has the best performance according to AUC values. Concretely speaking, when
our proposed model compared with different algorithms for link prediction, the following
conclusions can be inferred. (i) Compared to the local neighbour-based algorithms (i.e.,
CN, Salton, Jaccard, Sorenson, HPI, and HDI), we note that, despite these competing
algorithms sharing attributes of common neighbour information between arbitrary pair of
nodes, like our proposed model, their performances do not match those recorded for our
simplified quantum walk model using the AUC index. As a local path-based algorithm,
the walk distance of the LP algorithm is equal to three, which is still no match for our
proposed model (as presented in Figures 4 and 5), whose walk step is only set at two. (ii)
With regard to global algorithms, i.e., path-based (Katz) and random walk-based (ACT
and Cos+) algorithms, the proposed simplified quantum walk model still records the
highest accuracy on the whole, with the Katz algorithm better than our model in the
Em?2 network, as presented in Figure 5. (iii) Similarly, compared to the local random
walk-based algorithm (i.e., NC), the performance by our model and the NC algorithm
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using the AUC index deserve special mention. Whereas NC outperforms the majority of
the other competing algorithms, it only betters our proposed model in the Em2 network,
as referenced with Figure 5. (iv) Additionally, even though the RA algorithm can be
considered as a competitive method for all the comparison algorithms, its performance
does not measure up with the proposed simplified model on the whole. Furthermore, when
the performances between RA algorithm and our proposed model on the USAir network
are considered, as shown in Figure 4, their AUC values are very approximate (i.e., 0.9423
and 0.9356).

To sum up, experiments based on the AUC index reported in this subsection indicate
better performance for our proposed model in the prediction of missing links. Meanwhile,
since there is randomness in the AUC value, further analysis of these outcomes using the
precision index should be considered as reported in the next section.

3.2. Experiment on Precision Index under Various 1

Precision index is employed to further probe the performance of the proposed model
in prediction of missing links for various algorithms, especially when their AUC values are
approximately equal. In this experiment, the total number of links to be evaluated (i.e., L)
defined in Equation (2) is preset as §|ET|. The outcomes of the precision index are described
in Figure 6, where higher values indicate better performance in link prediction. Figure 6a,b
present outcomes for training probability parameter # set at 0.9 and 0.8, respectively.

The conclusions of this experiment are still analysed based on classifications of the
comparison algorithms. (i) Despite CN records, the highest result in common neighbour-
based algorithms, the precision results of other common neighbour-based algorithms are
also good. However, our model approximately matches this best performance exhibited by
the CN in the IceFire network and Eco network, as depicted in Figure 6a. This phenomenon
implies that the common neighbour information is inherent to our proposed simplified
quantum walk model, which is an important attribute in accurate prediction of missing
links. (ii) Compared to global algorithms, the path-based algorithm (i.e., Katz) and random
walk-based algorithms (i.e., ACT and Cos+), irrespective of the network used, our proposed
simplified model outperforms the Katz and Cos+ algorithms in terms of a precision index.
However, as reported in Figure 6a, we note that, even though the performance using the
ACT algorithm is superior to the proposed model in Brain, Em1, and USAir networks, the
proposed model records a better overall average performance. (iii) Similarly, as a random
walk-based algorithm, NC slightly outperforms our proposed model in the Yeast network.
By contrast, the proposed model is better than NC in other arbitrary networks, irrespective
of the value of training probability parameter 7. (iv) As mentioned earlier, the precision
index is useful when probing the accuracy of different algorithms in the prediction of
missing links. Considering the Eco network presented in Figure 5, we deduced that the RA
algorithm has the highest AUC value (0.9633), while our proposal is a close second with an
AUC value of 0.9121. However, as described in Figure 6b, the precision using our proposed
model is better than what was recorded for the RA algorithm in the Eco network.

Looking at the two experimental scenarios that have been reported (AUC and precision
indexes), it can be concluded that the precision result of the proposed model ranks in the
top echelon of the comparison algorithms considered throughout the experiments, and our
proposed model can predict the missing links in a complex network with high accuracy.
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Figure 6. Experimental result on precision index using different algorithms. (a) precision results of
various algorithms when 7 = 0.9; (b) precision results using various algorithms when # = 0.8.

4. Conclusions and Future Work

A simplified quantum walk model on a complex network was proposed to predict
missing links. The proposed model reduced the negative effect generated by traceback
by adding a self-loop to each node and presetting the walk step to two. Furthermore, the
observed probability at the end of the evolution operation is utilised to indicate the score
of a missing link. Experiments to validate the efficacy of the proposed model indicated
that it has better average performance in terms of the AUC than 14 competing algorithms.
Furthermore, the precision index was used to probe outcomes with similarity results.
Analysis of these outcomes suggested that the proposed model was better in missing link
prediction than its competitors. These outcomes suggested promising results when the
proposed model was deployed in different recommender systems.

There are many challenging issues based on this study. Firstly, the outcomes of the
observed results between two nodes can be regarded as a similarity index between the
nodes. It is a criterion in community detection of complex networks. Therefore, the
proposed simplified quantum walk model can be employed to detect communities within
a complex network. For example, since merging a pair of nodes with the highest similarity
score as an independent community, then repeating such a procedure and aggregating these
independent communities according to modularity function can result in a partitioning of
the community detection, which is subsequently used in the proposed simplified model
to obtain the similarity score. Secondly, by assuming that the hierarchy (importance) of
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missing links located in a network could influence the accuracy of an algorithm in link
prediction; then, on the one hand, the accuracy using an algorithm may be very sensitive
to the hierarchy (importance) of deleted links in the original network, while, on the other
hand, the similarity information also contains the important details about links in a complex
network (e.g., the significance and similarity of nodes can be simultaneously expressed
through degree centrality). Consequently, to obtain a higher accuracy using the proposed
model in link prediction, relations between the missing links and the accuracy of algorithms
need to be further explored. Thirdly, since statistical complex networks were used in this
study, their expressed information is incomplete, which makes prediction of missing links
in the temporal (dynamic) complex networks a natural extension of the study since it is
more practical.

Author Contributions: Conceptualization, W.L. and EY.; methodology, W.L., Y. and A.M.L; soft-
ware, W.L.; validation, A.M.L; formal analysis, A.S.S.; investigation, F.Y.; writing—original draft
preparation, W.L.; writing—review and editing, W.L., FY.,, AM.L, A.S.S. and K.H.; supervision, F.Y.
and K.H.; funding acquisition, A.M.I. All authors have read and agreed to the published version of
the manuscript.

Funding: This study is sponsored by the Deputyship for Research and Innovation of the Saudi
Ministry of Education via its funding for the PSAU Advanced Computational Intelligent Systems
Engineering (ACIISE) Research Group Project No. If-PSAU-2021/01/18316.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Du, X;; Yan, J.; Zhang, R.; Zha, H. Cross-network Skip-gram embedding for joint network alignment and link prediction. IEEE
Trans. Knowl. Data Eng. 2022, 34, 1080-1095. [CrossRef]

2. Daud, N.; Ab Hamid, S.; Saadoon, M.; Sahran, F.; Anuar, N. Applications of link prediction in social networks: A review. J. Netw.
Comput. Appl. 2020, 166, 102716. [CrossRef]

3. Mori, L.; OHara, K.; Pujol, T.A.; Ventresca, M. Examining supervised machine learning methods for integer link weight prediction
using node metadata. Entropy 2022, 24, 842. [CrossRef] [PubMed]

4. Kumar, A,; Singh, S.; Singh, K.; Biswas, B. Link prediction techniques, applications, and performance: A survey. Phys. Stat. Mech.
Its Appl. 2020, 553, 124289. [CrossRef]

5. Zhang,].; Yu, P. Broad Learning Through Fusions, An Application on Social Networks; Springer: Berlin, Germany, 2019.

6. Cannistraci, C.; Alanis-Lobato, G.; Ravasi, T. From link-prediction in brain connectomes and protein interactomes to the
local-community-paradigm in complex networks. Sci. Rep. 2013, 3, 1613. [CrossRef]

7. Lorrain, F; White, H. Structural equivalence of individuals in social networks. J. Math. Sociol. 1971, 1, 49-80. [CrossRef]

8.  Jaccard, P. Etude comparative de la distribution florale dans une portion des Alpes et des Jura. Bull. Torey Bot. Club 1901,
37,547-579.

9.  Salton, G.; McGill, M. Introduction to Modern Information Retrieval; McGraw Hill: New York, NY, USA, 1983.

10. Serensen, T. Method of establishing groups of equal amplitude in plant sociology based on similarity of species content and its
application to analyses of the vegetation on Danish Commons. Biol. Skr. 1948, 5, 1-34.

11.  Xie, Y,; Tao, Z.; Wang, B. Scale-free networks without growth. Phys. Stat. Mech. Its Appl. 2017, 387, 1683-1688. [CrossRef]

12. Adamic, L.; Adar, E. Friends and neighbors on the web. Soc. Netw. 2003, 25, 211-230. [CrossRef]

13. L, L.; Zhou, T. Link prediction in complex networks: A survey. Phys. Stat. Mech. Its Appl. 2011, 390, 1150-1170. [CrossRef]

14. Liben-Nowell, D.; Kleinberg, J. The link-prediction problem for social networks. J. Am. Soc. Inf. Sci. Technol. 2007, 58, 1019-1031.
[CrossRef]

15. Liu, X.;; Meng, D.; Zhu, X,; Tian, Y. Link prediction based on contribution of neighbors. Int. J. Mod. Phys. C 2020, 31, 2050158.
[CrossRef]

16. Klein, D.; Randi¢, M. Resistance distance. J. Math. Chem. 1993, 12, 81-95. [CrossRef]

17.  Clauset, A.; Moore, C.; Newman, M. Hierarchical structure and the prediction of missing links in networks. Nature 2008,
453,98-101. [CrossRef] [PubMed]

18. Airoldi, E.; Blei, D.; Fienberg, S.; Xing, E. Mixed-membership stochastic blockmodels. J. Mach. Learn. Res. 2008, 9, 1981-2014.


http://doi.org/10.1109/TKDE.2020.2997861
http://dx.doi.org/10.1016/j.jnca.2020.102716
http://dx.doi.org/10.3390/e24060842
http://www.ncbi.nlm.nih.gov/pubmed/35741562
http://dx.doi.org/10.1016/j.physa.2020.124289
http://dx.doi.org/10.1038/srep01613
http://dx.doi.org/10.1080/0022250X.1971.9989788
http://dx.doi.org/10.1016/j.physa.2007.11.005
http://dx.doi.org/10.1016/S0378-8733(03)00009-1
http://dx.doi.org/10.1016/j.physa.2010.11.027
http://dx.doi.org/10.1002/asi.20591
http://dx.doi.org/10.1142/S0129183120501582
http://dx.doi.org/10.1007/BF01164627
http://dx.doi.org/10.1038/nature06830
http://www.ncbi.nlm.nih.gov/pubmed/18451861

Entropy 2022, 24, 1547 13 of 13

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.
33.

34.

35.

36.

37.

38.
39.

Pan, L.; Zhou, T.; L, L.; Hu, C. Predicting missing links and identifying spurious links via likelihood analysis. Sci. Rep. 2016,
6,22955. [CrossRef]

Singh, S.; Mishra, S.; Kumar, A.; Biswas, B. CLP-ID: Community-based link prediction using information diffusion. Inf. Sci. 2020,
514, 402-433. [CrossRef]

Li, J.; Peng, X.; Wang, J.; Zhao, N. A method for improving the accuracy of link prediction algorithms. Complexity 2021,
2021, 8889441. [CrossRef]

Mukai, K.; Hatano, N. Discrete-time quantum walk on complex networks for community detection. Phys. Rev. Res. 2020,
2,023378. [CrossRef]

Liang, W.; Yan, F; Iliyasu, A.M.; Salama, A.S.; Hirota, K. A Hadamard walk model and its application in identification of
important edges in complex networks. Comput. Commun. 2022, 193, 378-387. [CrossRef]

Loke, T,; Tang, J.; Rodriguez, J.; Small, M.; Wang, ]. Comparing classical and quantum PageRanks. Quantum Inf. Process. 2017,
16, 1-22. [CrossRef]

Yan, F,; Liang, W.; Hirota, K. An information propagation model for social networks based on continuous-time quantum walk.
Neural Comput. Appl. 2022, 34, 13455-13468. [CrossRef]

Zhang, Y.; Wang, L.; Wilson, R.; Liu, K. An R-convolution graph kernel based on fast discrete-time quantum walk. IEEE Trans.
Neural Netw. Learn. Syst. 2022, 33, 292-303. [CrossRef]

Paparo, G.; Miiller, M.; Comellas, F.; Martin-Delgado, M. Quantum Google in a complex network. Sci. Rep. 2013, 3, 2773.
[CrossRef] [PubMed]

Berry, S.; Wang, J. Quantum walk-based search and centrality. Phys. Rev. A 2010, 82, 042333. [CrossRef]

Grover, L. Quantum computers can search arbitrarily large databases by a single query. Phys. Rev. Lett. 1997, 79, 4703. [CrossRef]
Inui, N.; Konno, N.; Segawa, E. One-dimensional three-state quantum walk. Phys. Rev. E 2005, 72, 056112. [CrossRef] [PubMed]
Machida, T.; Chandrashekar, C. Localization and limit laws of a three-state alternate quantum walk on a two-dimensional lattice.
Phys. Rev. A 2015, 92, 062307. [CrossRef]

Falkner, S.; Boettcher, S. Weak limit of the three-state quantum walk on the line. Phys. Rev. A 2014, 90, 012307. [CrossRef]
Rossi, R.; Ahmed, N. The network data repository with interactive graph analytics and visualization. In Proceedings of the 29th
AAAI Conference on Artificial Intelligence, Austin, TX, USA, 25-30 January 2015; Volume 29, pp. 4292-4293.

Newman, M. Finding community structure in networks using the eigenvectors of matrices. Phys. Rev. E 2006, 74, 036104.
[CrossRef]

Kunegis, J. Konect: The koblenz network collection. In Proceedings of the 22nd International Conference on World Wide Web,
Rio de Janeiro, Brazil, 13-17 May 2013; pp. 1343-1350.

Jeong, H.; Tombor, B.; Albert, R.; Oltvai, Z.; Barabasi, A. The large-scale organization of metabolic networks. Nature 2000,
407, 651-654. [CrossRef] [PubMed]

Zhou, T,; Lii, L.; Zhang, Y. Predicting missing links via local information. Eur. Phys. ]. B-Condens. Matter Complex Syst. 2009,
71, 623-630. [CrossRef]

Katz, L. A new status index derived from sociometric analysis. Psychometrika 1953, 18, 39-43. [CrossRef]

Fouss, F; Pirotte, A.; Renders, J.; Saerens, M. Random-walk computation of similarities between nodes of a graph with application
to collaborative recommendation. IEEE Trans. Knowl. Data Eng. 2007, 19, 355-369. [CrossRef]


http://dx.doi.org/10.1038/srep22955
http://dx.doi.org/10.1016/j.ins.2019.11.026
http://dx.doi.org/10.1155/2021/8889441
http://dx.doi.org/10.1103/PhysRevResearch.2.023378
http://dx.doi.org/10.1016/j.comcom.2022.07.045
http://dx.doi.org/10.1007/s11128-016-1456-z
http://dx.doi.org/10.1007/s00521-022-07168-7
http://dx.doi.org/10.1109/TNNLS.2020.3027687
http://dx.doi.org/10.1038/srep02773
http://www.ncbi.nlm.nih.gov/pubmed/24091980
http://dx.doi.org/10.1103/PhysRevA.82.042333
http://dx.doi.org/10.1103/PhysRevLett.79.4709
http://dx.doi.org/10.1103/PhysRevE.72.056112
http://www.ncbi.nlm.nih.gov/pubmed/16383693
http://dx.doi.org/10.1103/PhysRevA.92.062307
http://dx.doi.org/10.1103/PhysRevA.90.012307
http://dx.doi.org/10.1103/PhysRevE.74.036104
http://dx.doi.org/10.1038/35036627
http://www.ncbi.nlm.nih.gov/pubmed/11034217
http://dx.doi.org/10.1140/epjb/e2009-00335-8
http://dx.doi.org/10.1007/BF02289026
http://dx.doi.org/10.1109/TKDE.2007.46

	Introduction
	Predicting Missing Links and the Proposed Simplified Quantum Walk Model
	Prediction of Missing Links in Complex Networks
	Application of the Proposed Model in Link Prediction
	Hilbert Space and State Vector on a Complex Network
	Construction of Evolution Operator in the Proposed Model
	Observation of Similarity between Two Nodes


	Prediction of Missing Links Using the Proposed Model
	Performance Analysis Using the AUC Index for Different Values of 
	Experiment on Precision Index under Various 

	Conclusions and Future Work
	References

