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Abstract: In recent years, selecting appropriate learning models has become more important with
the increased need to analyze learning systems, and many model selection methods have been
developed. The learning coefficient in Bayesian estimation, which serves to measure the learning
efficiency in singular learning models, has an important role in several information criteria. The
learning coefficient in regular models is known as the dimension of the parameter space over two,
while that in singular models is smaller and varies in learning models. The learning coefficient is
known mathematically as the log canonical threshold. In this paper, we provide a new rational
blowing-up method for obtaining these coefficients. In the application to Vandermonde matrix-type
singularities, we show the efficiency of such methods.

Keywords: learning coefficient; Kullback function; singular learning machine; resolution of
singularities

1. Introduction

In recent studies, real data associated with, for example, image or speech recognition, psychology,
and economics, have been analyzed by learning systems. Hence, many learning models have been
proposed, and thus, the need for appropriate model selection methods has increased.

In this section, we first introduce the widely-applicable information criterion (WAIC) [1-7] and
cross-validation in Bayesian model selection.

Let g(x) be a true probability density function of variables, x € RN, and let x" := {x;}"_, be n
training samples selected from g(x) independently and identically. Consider a learning model that is
written in probabilistic form as p(x|w), where w € W C R? is a parameter.

Suppose that the purpose of the learning system is to estimate the unknown true density function
g(x) from x" using p(x|w) in Bayesian estimation. Let ¢(w) be an a priori probability density function
on parameter set W and p(w|x™) be the a posteriori probability density function:

k) = 5 e [T pefo)f

where:
n

Zu(B) = [, 9@ [T pxifeo)Pe,

i=1
for inverse temperature . We typically set § = 1. Define:

_ Jdwf(w)p(w) Ty p(xilw)?
J dwp(w) Ty p(xilw)?

Eb[f(w)]
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and:
Vo [f(w)] = EL[f(w)?] — EL[f(w)]2.

We then have predictive density function p(x|x") = Ef [p(x|w)], which is the average inference
of the Bayesian density function.

We next introduce Kullback function K(g||p) and empirical Kullback function K, (g]|p) for density
functions p(x), g(x):

K(gllp) = [ a(x)tog 253,

Kalalp) = 1o 262

Function K(p||q), which always has a non-negative value and satisfies K(g||p) = 0, if and only if
g(x) = p(x), is a pseudo-distance between density functions p(x), g(x). We define Bayes training loss
T, and Bayes generalization loss G, as follows:

1 n
Ty = —— ) logp(xi[x"),
ni3
and:
Gy =— /q(x) log p(x|x™)dx.
Additionally, we define Bayesian generalization error By and Bayesian training error B; as follows:
Bg = K(q(x)[|p(x[x"))

and
Bt = Ku(q(x)|p(x[x")).

Then, we have:

E[Tn] — Gl’l/
Bg - Gn - S,
By = T,—-Sy
for average entropy S = — [ q(x) log g(x)dx and empirical entropy S, = —1 ¥, log (x;) of the true

density function. Value B, describes how precisely the predictive function approximates the true
density function.
We define x"\x; = {x1,...,X;_1,Xi+1,..., Xs }. The WAIC is denoted by:

n
Wa =Ty + g Y- Villog p(xifw)]
i=1
and the cross-validation loss is denoted by:
1& "
Cn=—1 Y log p(xi|x™\x;)
i=1

forn > 2.
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Watanabe [2,3,6,7] proved the following four relations:

E[Gi] = L(wo)+ 5 <A+ P /g 1u> —I—o(nl‘B)
E[T,] = L(wp)+ nl,B (A ﬁ;;l ) +o(nlﬁ)
E[W,] = L(wp)+ nlﬁ (/\+ '8;11/> +O(nlﬁ)'
1 -1 1
E[Cy,] = L(wg)+ @ (/\+ﬁ > +0(@)
for learning coefficient A € Q and singular fluctuation v € R, where L(w) = —Ex[log p(x|w)] and

wy € Wy = {wy € W|L(wp) = mingew L(w)}. For singular models, the set Wj is typically not a
singleton set. Nevertheless, the WAIC and the cross-validation can estimate the Bayesian generalization
error without any knowledge of the true probability density function.

These values are calculated from training samples x; using learning model p. In real applications
or experiments, we typically do not know the true distribution, but only the values of the training
errors. Our purpose is to show that these methods are effective. We can select a suitable model from
several statistical models by observing these values.

In this paper, we consider the value A, which is equal to the log canonical threshold introduced in
Definition 1. This coefficient is not needed to evaluate the WAIC and the cross-validation in practice,
while the learning coefficients from our recent results have been used very effectively by Drton and
Plummer [8] for model selection using a method called the “singular Bayesian information criterion
(sBIC)”. The method sBIC even works using the bounds of learning coefficients.

It is known that A = v = d/2 holds, where d is the dimension of the parameter space for regular
models. Value A is obtained by a blowing-up process, which is the main tool in the desingularization
of an algebraic variety. The following theorem is an analytic version of Hironaka’s theorem [9] used by
Atiyah [10].

Theorem 1 (Desingularization [9]). Let f be an analytic function in a neighborhood of w* = (wy,- - - ,w}) €
RY with f(w*) = 0. There exists an open set U > w*, an analytic manifold M, and a proper analytic map
from M to U such that: (1) y: M — & — U — f~1(0) is an isomorphism, where & = u~'(f~1(0)), and: (2)
for each u € M, there is a local analytic coordinate system (uy,- -+, un) such that f(u(u)) = £uj'us? - - uy,
where sq, - - -, 5y, are non-negative integers.

The theorem establishes the existence of the desingularization map; however, generally, it is still
difficult to obtain such maps for Kullback functions because the singularities of these functions are very
complicated. From learning coefficient A and its order 6, value v is obtained theoretically as follows:
Let ¢(u) be an empirical process defined on the manifold obtained by a resolution of singularities and
Y+ denote the sum of local coordinates that attain the minimum A and maximum 6. We then have:

1 Jy D [ dug () e PV
2 ‘ fOOO aty fd”tA_l/2€75t+‘B\/i§(”)

7 (1)

where ¢(u) is a random variable of a Gaussian process with mean zero, and covariance
Ef[¢(w)¢(u)] = Exla(x,w)a(x,u)] for the analytic function a(x,w) obtained by the resolution of
singularities using log(g(x)/p(x|w)).

Our purpose in this paper is to obtain A. In recent studies, we determined the learning coefficients
for reduced rank regression [11], the three-layered neural network with one input unit and one output
unit [12,13], normal mixture models with a dimension of one [14], and the restricted Boltzmann



Entropy 2019, 21, 561 40f12

machine [15]. Additionally, Rusakov and Geiger [16,17] and Zwiernik [18], respectively, obtained the
learning coefficients for naive Bayesian networks and directed tree models with hidden variables.
Drton et al. [19] considered these coefficients of the Gaussian latent tree and forest models.

The papers [20,21] derived bounds on the learning coefficients for Vandermonde matrix-type
singularities and explicit values under some conditions.

The remainder of this paper is structured as follows: In Section 2, we introduce log canonical
thresholds in algebraic geometry. In Section 3, we summarize key theorems for obtaining learning
coefficients for learning theory. In Section 4, we present our main results. We consider the log canonical
thresholds of Vandermonde matrix-type singularities (Definition 3). We present our conclusions in
Section 5.

2. Log Canonical Threshold

Definition 1. Let f be an analytic function in neighborhood U of w*. Let 1 be a C* function with a compact
support. Define log canonical threshold Ay« (f, ) as the largest pole of [, |f|**pdw over Cor [, |f|*pdw
over R. Additionally, define 0, (f, ¢) by its order. If p(w*) # 0, then we define Ay (f) = A+ (f, P) and
Ow (f) = Ow= (f, ) because the log canonical threshold and its order are independent of 1.

Applying Hironaka’s Theorem 1 to function f(w), we have the proper analytic map u
from manifold M to neighborhood U of w* that satisfies Hironaka’s Theorems (1) and (2).
Then, integration [, |f|*¢(w)dw is equal to [, |f o u[*(pu(u))p'(u)du, which is the sum of
fUM [uftus? - - [F(u(u)) | (u)|du, where (uq,---,u4) is a local analytic coordinate system on
Uy C M. Therefore, the poles can be obtained. Note that for each w* with f(w*) # 0, there
exists neighborhood U such that f(w) # 0 for all w € U. Thus, [, |f|*¢(w)dw has no poles. The
learning coefficient is the log canonical threshold of the Kullback function (relative entropy) over the

real field.

3. Main Theorems

In this section, several theorems are introduced for obtaining real log canonical thresholds over the
real field. Theorem 2 (the method for determining the deepest singular point), Theorem 3 (the method
to add variables), and Theorem 4 (the rational blowing-up method) are very helpful for obtaining
the log canonical threshold. These theorems over the real field are useful for reducing the number of
changes of coordinates via blow-ups.

We denote constants, such as a*, b*, and w*, by suffix *. Define the norm of a matrix C = (ci]') as

€11 = /% ley2 Set N o = NU {0},

Lemma 1 ([14,22,23]). Let U be a neighborhood of w* € RY. Consider the ring of analytic functions on U.
Let [ be the ideal generated by fy, ..., fu, which are analytic functions defined on U. (1) If g2 + ...+ g2, <
St S then A (81 4+ gn) < Ao (f 4o+ fo)-

(2)Ifg1,...,gm € T, then Ay (g2 + - + %) < Aw+ (f2 + -+ + f2). In particular, if g1, . . ., gm generate
ideal 7, then A (fE+ -+ f2) = Aw (g3 + -+ + gh)-

The following lemma is also used in the proofs.

Lemma 2 ([15]). Let J, J' be the ideals generated by f1(w), ..., fu(w) and g1 ('), ..., gm(w’), respectively.
If w and w' are different variables, then:

Marary (B4 + a8+ +85) =M (i 4+ fD) + A (8T + - + 85)-

Theorem 2 (Method for determining the deepest singular point [21]). Let fi(wy,...,wy), ...,
fm(w1, ..., wy) be homogeneous functions of wy,--- ,w; (j < d). Furthermore, let  be a C* function
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such that (0, - - - ,0, w;‘+l,~ . ,w;) > p(wy, - ,w;;) and Py, is a homogeneous function of wy, - - - ,Wj ina
small neighborhood of (0, - - - ,0, w;“+1,- -+, w}). Then, we have:

A(O,M,O,w;fﬂ,---,w;)(flz + o +f7%1! l/’) < A(w{,m,w}*,zuj’f+1,--<,w;)(f12 + +f131/ 4’)
Theorem 3 (Method to add variables [21]). Let fi(w1,...,wg), ..., fm(w1,...,wy) be homogeneous

functions of wy, - - - ,wy. Set fi(wo,..., wg) = fr(L,wy, ..., wg), ..., fr(wW2, ..., wg) = fru(L,wa, ..., wy).
If wy # 0, then we have:

2 2 2 2
/\(wi‘;u,zu;)(fl + +fm) = A(w;/wi‘,nqwlj/w{)(fl/ +-- +f1;1)

Resolutions of singularities are obtained by constructing the blow-up along the smooth
submanifold. In this paper, we use the blow-up method along some singular varieties as explained
below for obtaining log canonical thresholds.

Theorem 4 (Rational blow-up process). Let m < dand (a1, ...,am) € R™, aq,...,ay > 0. Consider the
set U= {w=(wy,..., wg) R0 < wy,..., wy <1}.
i/ . . .
We set g;(u;) = (g1:(1ti), ..., gai(ws)) for ii(ui) = wiy, gi(wi) = w1 < j < m,j # i),
gji(ui) = u(l <j<d).
Let f, ¢ be analytic functions defined on U and f;(uy;,- -, ug;) = f(gi(u;)). Then, we have:

. Zm: w;/oi—1
min {Ao(filw) ™ (i)} = Ao(f. ).
<i<m
Proof. The proof of this theorem uses a resolution of singularities along a smooth submanifold.
Set w! = wg/ %, and construct the blow-up along the submanifold {w} = - - - = w), = 0}. Then,
we have for 1 <i < m, w} :v,w;- :vw;-’ 1<j<m,j+# i),andw;- :w;’ (m+1<j<d).
Consider the set U; = {u; = (uy;,...,ug) € RY |0 <wyjyee., ug; <1}forl <i<m.
Set u;; = v, uj; = w;’“f(j # i), then we have w; = uj;, w; = uzj/aiuji (1<j<mj+#1i),and
wj:ujl-(m—i—l S]Sd)

tX/'/U(,‘

The Jacobian ow/du; is [Ty <j<p jzit;; - U

The theorem is simple; however, it is a useful tool for obtaining log canonical thresholds.

4. Main Results

In this section, we apply the theorems in Section 3 to Vandermonde matrix-type singularities,
which are generic and essential in learning theory. Their associated log canonical thresholds provide
the learning coefficients of, for example, three-layered neural networks in Section 4.1, normal mixture
models in Section 4.2, and mixtures of binomial distributions [24].

4.1. Three-Layered Neural Network

Consider the three-layered neural network with N input units, H hidden units, and M output
units, which is trained for estimating the true distribution with r hidden units. Denote an input value
by z = (z) € RN with a probability density function ¢(z). Then, an output value y = (y;) € RM of
the three layered neural network is given by yx = fi(z, w) + (noise), where w = {ay;, b;j}1<i<y and:

H N
fi(z,w) =) agitanh () bjjz)).
i1 =1
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and p(z,y|w) = p(y|z,w)q(z). Assume that the true distribution:

Pyl i) = Gyymzs (5 1ly = fa )P,

is included in the learning model, where w; = {“;H-H'b;prij}léiér and fi(z,wf) =

Yia(—aiy.) tanh(Eszl b1*—1+i,jxj)'
We have:

1 1 2
p(z,y|w) = (2n)M72 eXP(—EHJ/ — f(z,w)|[7)q(2),
and the notation (z,y) for the three-layered neural network corresponds to x in Sections 1 and 2.

4.2. Normal Mixture Models

We consider a normal mixture model [14] with identity matrix variances:
(x|w) = 1y a; ex (——Zjlil(Zjibij)z)
p - (27_()1\]/2 ~ 1 P 2 ’

1

where w = {ai, bij}léiSH and Zg] a; — 1, a; > 0.

Set the true distribution by:

1 H+r Zjl‘il(z]- - bl’-*j)2
p(xlwy) = ——=75 (—af)exp(———F——),
: (2m)N/2 z‘:;ﬂ l 2
where w; = {a, b?j}H+1§i§H+r and Zgﬂﬂ ai = —1,a’ < 0. (In order to simplify the following, we

use the values a] < 0, nota; > 0.)
4.3. Vandermonde Matrix-Type Singularities

Definition 2. Fix Q € N. Define: [b},b3,--- ,by]o = 7i(0,---,0,bf,--- ,bY) ifby = --- =bf ; =0,

) IR if Q is odd,
by #0,and y; = { sign(b?) if Q is even.

For simplicity, we use the notation w = {ay;, bij}lgigH instead of w = {ay, bij}lgkgM,lgigH,lgjgN
because we always have 1 < k < M and 1 < j < N in this section.

Definition 3. Fix Q € Nand m € N_.

* *
ai et MH al,H+1 . al/HJrr
1 MH Mgy - Gy,
Let A = ) ’ . ’ ,
a ceeoa a; a;
M1 MH  ®pmH41 -0 “MH+r
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for I = (£y,...,0n) € NyoN, and:

B = (B)e, 4 +ty=0ntmn>0 = (Bm,o,. 0)s Bin—1,1,-,0) """+ B(0,0,--- ,m)r Bim+Q,0,-,0) ")

(t denotes the transpose).

ay; and bij (1<k<M,1<i<H,1<j<N)are the variables in a neighborhood of aj; and b;‘j, where
af; and b?‘j are fixed constants.

Let J be the ideal generated by the elements of AB.

We call singularities of J Vandermonde matrix-type singularities.

To simplify, we usually assume that:

t
(aT,HJrj’a;,HJrj" o /a}k\/I,HJrj) #0, (b}ﬁiﬂ,l/b}ﬁiﬂ,z/' o rb;i+j,N) #0,

forl <j<rand:

Ok j1 Vrjor - o brjnlQ # Phgja Vi Ohey Nl
forj#j'.

Example 1. f m = N =M =r =1, Q = 2, H = 3, then we have A = ( an a4 413 Ay )
3 5 7

b1 b%’1 b3131 b}1

B by b%1 bél b%1
bai by by by

by b’ by by

. These matrices A, B correspond to the three-layered neural network:

1 1
p(y|Z, w) = W exp(—i(y — a1 tanh(bllz) —aip tanh(b21z) —a13 tanh(bg,lz))z),
and the true distribution:

p(ylx, wi) = 202 eXP(—E(y +ajy tanh(bj,2))?).

Example 2. If Q = r = M = 1, H = 2N = 2, then we have A = (all a1y ajs ),

biy by b3 bybp b3, b3, bpbl, bhbn b3,

B=| by by b3 bubn b3, b3 bnbl, b3bn b3,
2 2 3 2 2 3
by b bn? bhbh byt bR bhbh? 0T by

If aj5 = —1, these matrices A, B correspond to a normal mixture model with identity matrix variances:

M oyp(— (z1 = b1)* + (22 —b12)? | | a1 exp(— (z1 = b21)* + (22 — b)?

21-2:1 ay; = 1, ay; > 0, and the true distribution is:
* 1 * (z1 — békl)z + (22 — bgz)z %
plxlol) = 5 (—ais) exp(~ ; ), —aiz = 1.
In this paper, we denote:
Y, byl
a1 412 -0 MH j=1 1]@
O N )5 T by

AMH = ) ,Buni=| . and

am am2 - AMH ]’[j]\ile/f
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Q) _
Birn = (BHN, 1) ¢+t ty=Qnt1,0<n<H-1-
a*
1,H+1
Furthermore, we denote: a* = | : and:
*
AM,H+1
T IV S S TOR
i Ay Axp e daH Ay
(AM,H/a ):
api amz v AMH A pi

Theorem 5 ([14]). Consider sufficiently small neighborhood U of:
w* = {ay;, bihi<i<n

and variables w = {a;, bij }1<i<p in set U. Set (bgy, bg3, -+, bi%) = (0,...,0). Leteach (bj7, b33, - -+, bi%),
..., (bj,’;, bys, -, b;‘f;\]) be a different real vector in:
(651,05, -+, binlo #0, fori=1,...,H+r;

that is,
{0, biN), - (b, - b)) 5 (i, ,b;‘N]Q #0,i=1,...,H+r}.
>

Then, 1" is uniquely determined, and v’ r by the assumption in Definition 3. Set
(b b)) = g bhinle for 1< i < r. Assume that [b,---,biylg =
0, 1 <i<Hy
(b7, -+ biN), Ho+1<i<Hy+H,
(b37,---,b3%), Ho+Hi+1<i<Hy+ Hj+H,,

(b:/*lr /b:;;\])/ HO+"'+H;»/7]+1 SZSHO++Hr//
and Hy + - - - + H, = H. We then have:

My
2

N (11ABIP) = =5 + A o (Il Am Bl )

r

7’/
* 1 1
+ 1A o (A1, )BE IR + 8 A s (1Awm, 1Bl P,
a=1 a=r+1

(0)

*
where wy ' = {”Z,iro}léiSHw
*
. al,Hthx
(a) * .
" = {8}y yp i Obasicn, and a®” = | fora > 1.

*
M, H+a

Theorem 6. We use the same notation as in Theorem 5. Set A = Ag(||A M,HB%QJ)\A 12).
We have the following:

1. H=1 A= min{%,g}.

2N+Qmél+MH
2Q0+2 '

ZH:ZA:mmﬂﬁi%lﬁﬂﬁzaLz
3. H=3.

A:mmﬁﬁi%;@MﬁzaLZ&
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BN+ (3—B)M+ Q(a(N +a —B) + (3—a)M)
2(Q+1) '
3N + Q(3N — 3+ 3M)

22Q+1) !
4. H=4

a:1,~",ﬁ—1,ﬁ:2/3/

A= min{w, 5=0,1,2734,
BN+ (4 —B)M+ Q(a(N +a —B) + (4 —a)M) .
2(Q+1) ’
AN+ QN —a—1+ (8 —a)M) 4N + Q(5N — 5 4 3M)
22Q+1) 2(2Q0+1) ’
BN+ M+ Q(aN —a+ (8 —a)M)
22Q+1)
AN + Q(6N — 6 + 6M)
2(3Q+1) g

:1/"'118_1/,322/3/4/

/a:213l4/

, =23,

Its proof appears in Appendix A.
In paper [22], we had exact values for N = 1:

MQk(k+1)+2H
Ao(| Am B IP) = Q4El +k)Q)

where: k = max{i € Z :2H > M(i(i — 1)Q + 2i) }, and we had:

g | 1 if2H > M(k(k—1)Q + 2k)
] 2, if2H = M(k(k—1)Q + 2k)

5. Conclusions

In this paper, we proposed a new method of “rational blowing-up” (Theorem 4), and we applied
the method to Vandermonde matrix-type singularities and demonstrated its effectiveness. Theorem 6
determines the explicit values of log canonical thresholds for H = 1,2, 3,4. Our future research aim is
to improve our methods and obtain explicit values for the general model.

These theoretical values introduce a mathematical measure of preciseness for numerical
calculations in information criteria in Section 1. Furthermore, our theoretical results will be helpful
in numerical experiments such as the Markov chain Monte Carlo (MCMC). In the papers [25,26],
the mathematical foundation for analyzing and developing the precision of the MCMC method was
constructed by using the theoretical values of marginal likelihoods.

We will also consider these applications in the future.
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Japan, Grant-in-Aid for Scientific Research 18K11479.
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Appendix A

We demonstrate Theorem 6 by blowing-up processes.

Letj[a],jla,B] € {1,---,N}and i[a],i[a, B] € {1,--- ,H}.

By constructing the blow-up along {b;; = 0,1 <i < H,1 < j < N} and by choosing one branch
of the blow-up process, we assume that b;; = vlbl’-]- fori,j > 1,j[1] = 1and bij[l] # 0. We also set
b,

1 . C
b 22, # 1)), b = b, b

bl’-]- = b:]’ + i) = b;'[l] (i,j = 1) and ap; = Z1'H:1 akibij[a)-
1] : :
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Then, we have:

H

fi = Z Hbq

|| 4 R "y bl][l] RV,
= U (aklnblj "+ Zakibi]‘[l] ! H (b b’ by ) ),
j=1 i=2 il 1]

for I = (£1,' s ,KN).

T = (full=(t,. tn) €NogV [Tl =nQ+1,n € Nyo, 1 <k < M)
- <"0111Q+1 Y a bl][1 nQ+1 Ml Za Hb”/ > )
(n+1)Q+1 H nQ+1 | ¢
= (oo Bty ol BT

For simplicity, we set b;; = bjj and a}; = ayy again.
By constructing the blow-up along {b;; = 0,2 < j < N,2 < i < H} and by choosing one branch
of the blow-up process, set bjj = vy bj; fori,j > 2 and b, i) 7 O-

b
1. Hﬂﬂ#ijMnmwg:%+bWW%ﬁz&j#ﬂ]b”f%yﬂu—bﬁ(UZZLmd
2j[2]
a, =1, ak;bijo)-
T = {full= (b tn) €NV, |1 =nQ+1,n € Nyp, 1 <k < M)
H
1 1
= <0161k1,0§n+ ) Zakibij[l] (b 1][1]Q bl] 1) ‘Z%Hbu >
=2
1
= <vlak1,vlvza;(2, vgnﬂ Q+le{2+l Z Ay 1’]’[1 nQ+ b"[ 1] Ule 1/]-[1]Q),

H
1|1 2 1)Q+1 1)Q+1 +1
7"1'”‘2'2” Hb;]/ /U 1,1+ o* gﬁ o+ 23 b/,[]nQ (bﬂ[]Q b2][2] )/>-
i=

For simplicity, we set b; = b;; and aj; = a5 again.

2. Ifj[1] = j[2], then, by constructing the blow-up along {b;; = 0,2 <i < H,2 <j < N,j # j[2]}
and by choosing one branch of the blow-up process, we set bl’.]. = vzzb' “fori,j > 2,7 # j2].
Assume that bl{{Z,Z],j[Z,Z] # 0.

(a) By constructing the rational blow-up along {v? = 0,u = 0}, we have the following (i)
and (ii).

i. Setovy = U1QU/22-
b (02— D)
ij[2] 1][2} 1j[2] ! : : : "o 1 "
0ty @y 0y ort =3 AR by = by by
2j[2] 1 72j [2} 1j[2]

H
and aj, = L% ayibip) (850,05 = b))

! 1l —_ 14/
by = by + = bij

fori,j > 2,
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J = <ka 1= (f1,...,0n) € NooM, |1 =nQ+1,n € Ny, 1 <k < M>
(n+1)Q+1 o 1 1| H N,
= <01ak1,01 Y aribi " by @ — by ) vy Y a4 [ 1 b />
i—2 i—2 =1

o (n+1)Q+1_nQ+1 nQ+1 Q.Q Q
= <'U]ﬂk1,vl 021 Zﬂ b 1][1] vz 7b¥][1] ),

1|1 1=t
v‘1| ‘21‘ sy Z Hbl] I, for |I] — >O>

i>2  j=1
_ <vlak1,v§"+2)Q+1v§'I+UQHiakibﬁ}[ﬂ"Q“( 11 %@ b (et @ b, 9),
i=
01Q+1021ak2,v|11|(Q+1) \1\ A |[| e Za Hbu , for [I| = £y >0>
i>3  j=1
ii. Setwv; —U%Qv’l /
Set b, = W+ y i > 20 £ 2] # 2R and
112,2]j[22]

! _ vH .
Mip2 = Yiso “klbum]'

J = <fk1\1:(el,...,zN)eN+ON,|1|:nQ+1,neN+o,1§kgM>
N
1
U|/Q /|| |I|Za Hbl]é>
i=2 =1
1)+1/ 1 1
- <viv§§Qﬂklfv§'§+ ST Qpy i+ )QF Zﬂ b By @ = bajpy @),

1/ 1|1 \I\ L l; 0,
ohy’ %o ol Zﬂkz i) P Y for [I| = i) + Lpa), La) > 0,

N

1/, 111, 1=bp &
v‘zzl Qz/ll lvzz i Y akiHb{] 1, for [I| = Ljpy) = Ljp) > 0
i>2i£i22]  j=1

i = by ),

_ /Q 1/Q (n+1)+1/Q / (n+1)Q+1
= <01022 1, V10,9 U220210ki[2,2], V2o Za bl]

1|/ 1|1 \I\ i
‘ I © l| | I l Z“kl ii[2] 2]b1][22] ][Z’Z]r for |I| = gj[Z] +£J’[2,2]'£]'[2r2] >0,

H

1|/ 1|11 =42
oy’ %ot 1ol foy, )3 %Hbz’]’ ', for 1] = bjpz) = i) > 0>-
i>2i#i22]  j=1

By constructing blow-ups, we have the theorem.
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