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Abstract: Support vector machine (SVM) is one of the most successful learning methods for solving
classification problems. Despite its popularity, SVM has the serious drawback that it is sensitive
to outliers in training samples. The penalty on misclassification is defined by a convex loss called
the hinge loss, and the unboundedness of the convex loss causes the sensitivity to outliers. To deal
with outliers, robust SVMs have been proposed by replacing the convex loss with a non-convex
bounded loss called the ramp loss. In this paper, we study the breakdown point of robust SVMs.
The breakdown point is a robustness measure that is the largest amount of contamination such
that the estimated classifier still gives information about the non-contaminated data. The main
contribution of this paper is to show an exact evaluation of the breakdown point of robust SVMs.
For learning parameters such as the regularization parameter, we derive a simple formula that
guarantees the robustness of the classifier. When the learning parameters are determined with a
grid search using cross-validation, our formula works to reduce the number of candidate search
points. Furthermore, the theoretical findings are confirmed in numerical experiments. We show
that the statistical properties of robust SVMs are well explained by a theoretical analysis of the
breakdown point.
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1. Introduction

1.1. Background

Support vector machine (SVM) is a highly developed classification method that is widely used
in real-world data analysis [1,2]. The most popular implementation is called C-SVM, which uses
the maximum margin criterion with a penalty for misclassification. The positive parameter C tunes
the balance between the maximum margin and penalty, and the resulting classification problem can
be formulated as a convex quadratic problem based on training data. A separating hyper-plane for
classification is obtained from the optimal solution of the problem. Furthermore, complex non-linear
classifiers are obtained by using the reproducing kernel Hilbert space (RKHS) as a statistical model of
the classifiers [3]. There are many variants of SVM for solving binary classification problems, such as
ν-SVM, Eν-SVM and least squares SVM [4–6]. Moreover, the generalization ability of SVM has been
analyzed in many studies [7–9].

In practical situations, however, SVM has drawbacks. The remarkable feature of the SVM is
that the separating hyperplane is determined mainly from misclassified samples. Thus, the most
misclassified samples significantly affect the classifier, meaning that the standard SVM is extremely
susceptible to outliers. In C-SVM, the penalties of sample points are measured in terms of the hinge
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loss, which is a convex surrogate of the 0-1loss for misclassification. The convexity of the hinge loss
causes SVM to be unstable in the presence of outliers, since the convex function is unbounded and
puts an extremely large penalty on outliers. One way to remedy the instability is to replace the convex
loss with a non-convex bounded loss to suppress outliers. Loss clipping is a simple method to obtain
a bounded loss from a convex loss [10,11]. For example, clipping the hinge loss leads to the ramp
loss [12,13], which is a loss function used in robust SVMs. Yu et al. [11,14] showed a convex loss
clipping that yields a non-convex loss function and proposed a convex relaxation of the resulting
non-convex optimization problem to obtain a computationally-efficient learning algorithm. The SVM
using the ramp loss is regarded as a robust variant of L1-SVM. Recently, Feng et al. [15] also proposed
a robust variant of L2-SVM.

1.2. Our Contribution

In this paper, we provide a detailed analysis on the robustness of SVMs. In particular, we deal
with a robust variant of kernel-based ν-SVM. The standard ν-SVM [5] has a regularization parameter ν,
and it is equivalent to C-SVM; i.e., both methods provide the same classifier for the same training data
if the regularization parameters, ν and C, are properly tuned. We generate a robust variant of ν-SVM
by clipping the loss function of ν-SVM, called robust (ν, µ)-SVM, with another learning parameter
µ ∈ [0, 1). The parameter µ denotes the ratio of samples to be removed from the training dataset as
outliers. When the ratio of outliers in the training dataset is bounded above by µ, robust (ν, µ)-SVM is
expected to provide a robust classifier.

Robust (ν, µ)-SVM is closely related to other robust SVMs, such as CVaR-(αL, αU)-SVM [16],
the robust outlier detection (ROD) algorithm [17] and extended robust SVM (ER-SVM) [18,19].
In particular, it is equivalent to the CVaR-(αL, αU)-SVM. In this paper, the learning algorithm we
consider is referred to as robust (ν, µ)-SVM to emphasize that it is a robust variant of ν-SVM.
On the other hand, ROD is to robust (ν, µ)-SVM what C-SVM is to ν-SVM. ER-SVM is another
robust extension of ν-SVM, and it includes robust (ν, µ)-SVM as a special case. Both ROD and ER-SVM
have a parameter corresponding to µ; i.e., the ratio of outliers to be removed from the training samples.
The above learning algorithms share almost the same learning model. Here, the main concern of
the past studies was to develop computationally-efficient learning algorithms and to confirm the
robustness property in numerica experiments.

In this paper, our purpose is a theoretical investigation of the statistical properties of robust
SVMs. In particular, we derive the exact finite-sample breakdown point of robust (ν, µ)-SVM.
The finite-sample breakdown point indicates the largest amount of contamination such that the
estimator still gives information about the non-contaminated data [20] (Chapter 3.2). In order to
investigate the breakdown point, we present that the robustness of the learning method is closely
related to the dual representation of the optimization problem in the learning algorithm. Indeed,
the dual representation provides an intuitive picture on how each sample affects the estimated classifier.
Based on such an intuition, we calculate the exact breakdown point. This is a new approach to the
theoretical analysis of robust statistics.

In the detailed analysis of the breakdown point, we reveal that the finite-sample breakdown point
of robust (ν, µ)-SVM is equal to µ if ν and µ satisfy a simple condition. Conversely, we prove that
the finite-sample breakdown point is strictly less than µ, if the condition is violated. An important
point is that our findings provide a way to specify a region of the learning parameters (ν, µ), such
that robust (ν, µ)-SVM has the desired robustness property. As a result, one can reduce the number of
candidate learning parameters (ν, µ) when the grid search of the learning parameters is conducted
with cross-validation.

Some of the previous studies are related to ours. In particular, the breakdown point was used to
assess the robustness of kernel-based estimators in [14]. In that paper, the influence of a single outlier
is considered for a general class of robust estimators in regression problems. In contrast, we focus on a
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variant of SVM and provide a detailed analysis of the robustness property based on the breakdown
point. Our analysis takes into account an arbitrary number of outliers.

The paper is organized as follows. In Section 2, we introduce the problem setup and briefly
review the topic of learning algorithms using the standard SVM. Section 3 introduces the robust
variant of ν-SVM. We propose a modified learning algorithm of robust (ν, µ)-SVM in order to
guarantee the robustness property of local optimal solutions. We show that the dual representation of
robust (ν, µ)-SVM has an intuitive interpretation that is of great help for evaluating the breakdown
point. In Section 4, we introduce a finite-sample breakdown point as a measure of robustness.
Then, we evaluate the breakdown point of robust (ν, µ)-SVM. The robustness of other SVMs is
also considered. In Section 5, we discuss a method of tuning the learning parameters ν and µ on the
basis of the robustness analysis in Section 4. Section 6 examines the generalization performance of
robust (ν, µ)-SVM via numerical experiments. The conclusion is in Section 7. Detailed proofs of the
theoretical results are presented in the Appendix.

2. Brief Introduction to Learning Algorithms

First of all, we summarize the notation used throughout this paper. Let N be the set of positive
integers, and let [m] for m ∈ N denote a finite set of N defined as {1, . . . , m}. The set of all real numbers
is denoted as R. The function [z]+ is defined as max{z, 0} for z ∈ R. For a finite set A, the size of A
is expressed as |A|. For a reproducing kernel Hilbert space (RKHS)H, the norm onH is denoted as
‖ · ‖H. See [3] for a description of RKHS.

Next, let us introduce the classification problem with an input space X and binary output labels
{+1,−1}. Given i.i.d. training samples D = {(xi, yi) : i ∈ [m]} ⊂ X × {+1,−1} drawn from
a probability distribution over X × {+1,−1}, a learning algorithm produces a decision function
g : X → R such that its sign predicts the output labels for input points in test samples. The decision
function g(x) predicts the correct label on the sample (x, y) if and only if the inequality yg(x) > 0 holds.
The product yg(x) is called the margin of the sample (x, y) for the decision function g [21]. To make an
accurate decision function, the margins on the training dataset should take large positive values.

In kernel-based ν-SVM [5], an RKHS H endowed with a kernel function k : X 2 → R is used to
estimate the decision function g(x) = f (x) + b, where f ∈ H and b ∈ R. The misclassification penalty
is measured by the hinge loss. More precisely, ν-SVM produces a decision function f (x) + b as the
optimal solution of the convex problem,

min
f ,b,ρ

1
2
‖ f ‖2

H − νρ +
1
m

m

∑
i=1

[
ρ− yi( f (xi) + b

)
]+

subject to f ∈ H, b, ρ ∈ R,
(1)

where [ρ − yi( f (xi) + b
)
]+ is the hinge loss of the margin with the threshold ρ. The second term

−νρ is the penalty for the threshold ρ. The parameter ν in the interval (0, 1) is the regularization
parameter. Usually, the range of ν that yields a meaningful classifier is narrower than the interval (0, 1),
as shown in [5]. The first term in (1) is a regularization term to avoid overfitting to the training data.
A large positive margin is preferable for each training data. The optimal ρ of ν-SVM is non-negative.
Indeed, the optimal solution f ∈ H, b, ρ ∈ R satisfies:

−νρ ≤ 1
2
‖ f ‖2

H − νρ +
1
m

m

∑
i=1

[
ρ− yi

(
f (xi) + b

)]
+

≤ 1
2
‖0‖2

H − ν · 0 + 1
m

m

∑
i=1

[
0− yi(0 + 0)

]
+
= 0.
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The representer theorem [22,23] indicates that the optimal decision function of (1) is of the form,

g(x) =
m

∑
j=1

αjk(x, xj) + b (2)

for αj ∈ R. Thanks to this theorem, even when H is an infinite dimensional space, the above
optimization problem can be reduced to a finite dimensional quadratic convex problem. This is
the great advantage of using RKHS for non-parametric statistical inference [5]. The input point xj
with a non-zero coefficient αj is called a support vector. A remarkable property of ν-SVM is that the
regularization parameter ν provides a lower bound on the fraction of support vectors.

As pointed out in [24], ν-SVM is closely related to a financial risk measure called conditional
value at risk (CVaR) [25]. Suppose that νm ∈ N holds for a parameter ν ∈ (0, 1). Then, the CVaR of
samples r1, . . . , rm ∈ R at level ν is defined as the average of its ν-tail, i.e., 1

νm ∑νm
i=1 rσ(i), where σ is a

permutation on [m] such that rσ(1) ≥ · · · ≥ rσ(m) holds. The definition of CVaR for general random
variables is presented in [25].

In the literature, ri is defined as the negative margin ri = −yig(xi). For a regularization parameter
ν satisfying νm ∈ N and a fixed decision function g(x) = f (x) + b, the objective function in (1) is
expressed as:

min
ρ∈R

1
2
‖ f ‖2

H − νρ +
1
m

m

∑
i=1

[
ρ− yi( f (xi) + b

)
]+ =

1
2
‖ f ‖2

H +
1
m

νm

∑
i=1

rσ(i). (3)

The proof is presented in Theorem 10 of [25]. Hence, ν-SVM yields a decision function that
minimizes the sum of the regularization term and the CVaR of the negative margins at level ν.

In C-SVM [1], the decision function is obtained by solving:

min
f ,b

1
2
‖ f ‖2

H + C
m

∑
i=1

[
1− yi( f (xi) + b

)
]+

subject to f ∈ H, b ∈ R,
(4)

in which the hinge loss [1 − yi( f (xi) + b)]+ with the fixed threshold ρ = 1 is used. A positive
regularization parameter C > 0 is used instead of ν. For each training data, ν-SVM and C-SVM can be
made to provide the same decision function by appropriately tuning ν and C. In this paper, we focus
on ν-SVM and its robust variants rather than C-SVM. The parameter ν has the explicit meaning
shown above, and this interpretation will be significant when we derive the robustness property of
our method.

The hinge loss in (4) is replaced with the so-called ramp loss:

min{1, [1− yi( f (xi) + b)]+}

in the robust C-SVM proposed in [10,13,17]. By truncating the hinge loss, the influence of outliers is
suppressed, and the estimated classifier is expected to be robust against outliers in the training data.

3. Robust Variants of SVM

3.1. Outlier Indicators for Robust Learning Methods

Here, we introduce robust (ν, µ)-SVM, which is a robust variant of ν-SVM. To remove the influence
of outliers, an outlier indicator, ηi ∈ [0, 1], i ∈ [m], is assigned for each training sample, where ηi = 0
is intended to indicate that the sample (xi, yi) is an outlier. The same idea is used in ROD [17].
Assume that the ratio of outliers is less than or equal to µ. For ν and µ such that 0 ≤ µ < ν < 1;
robust (ν, µ)-SVM can be formalized using RKHSH as follows:
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min
f ,b,ρ,η

1
2
‖ f ‖2

H − (ν− µ)ρ +
1
m

m

∑
i=1

ηi
[
ρ− yi

(
f (xi) + b

)]
+

,

subject to f ∈ H, b, ρ ∈ R,

η = (η1, . . . , ηm) ∈ [0, 1]m,
m

∑
i=1

ηi ≥ m(1− µ).

(5)

The optimal solution, f ∈ H and b ∈ R, provides the decision function g(x) = f (x) + b for
classification. The optimal ρ is non-negative, the same as with ν-SVM. Influence from samples with
large negative margins can be removed by setting ηi to zero.

The representer theorem ensures that the optimal decision function of (5) is represented by (2).
Suppose that the decision function g(x) = f (x) + b of the form (2), threshold ρ and outlier indicator η

satisfy the KKT (Karush–Kuhn–Tucker) condition [26] (Chapter 5) of (5). As in the case of the standard
ν-SVM, the number of support vectors in f (x) is bounded below by (ν− µ)m. In addition, the margin
error on the training samples with ηi = 1 is bounded above by ν− µ; i.e.,

1
m
|{i ∈ [m] : ηi = 1, yig(xi) < ρ}| ≤ ν− µ

holds.
In sequel sections, we develop a learning algorithm and investigate its robustness property

against outliers. In order to avoid technical difficulties in the theoretical analysis of robust (µ, ν)-SVM,
we assume that νm and µm are positive integers throughout this paper. This is not a severe limitation
unless the sample size is extremely small. This assumption ensures that the optimal solution of η in (5)
lies in the binary product set {0, 1}m.

Now, let us show the equivalence of robust (ν, µ)-SVM and CVaR-(αL, αU)-SVM [16]. Given ν

and µ, the optimization problem (5) can be represented as:

min
f∈H, b∈R

1
2
‖ f ‖2

H + (ν− µ) · 1
(ν− µ)m

νm

∑
i=µm+1

rσ(i), (6)

where ri = −yi( f (xi) + b) is the negative margin and σ(i), i ∈ [m] is the permutation such that
rσ(1) ≥ · · · ≥ rσ(m) as defined in Section 2. The second term in (6) is the average of the negative
margins included in the middle interval presented in Figure 1, and it is expressed by the difference of
CVaRs at levels ν and µ. A learning algorithm based on this interpretation is proposed in [16] under
the name CVaR-(αL, αU)-SVM with αL = 1− ν and αU = 1− µ.

1

(ν − µ)m

νm∑

i=µm+1

rσ(i)

1 − ν ν − µ µ

ri

fr
eq

u
en

cy
p
ro

b
.

Figure 1. Distribution of negative margins ri = −yi( f (xi) + b), i ∈ [m] for a fixed decision function
f (x) + b.
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Robust (ν, µ)-SVM is also closely related to the robust outlier detection (ROD) algorithm [17],
which is a robust variant of C-SVM. In ROD, the classifier is given by the optimal solution of:

min
f ,b,η

λ

2
‖ f ‖2

H +
m

∑
i=1

ηi[1− yi( f (xi) + b)]+,

subject to f ∈ H, b ∈ R,

η = (η1, . . . , ηm) ∈ [0, 1]m,
m

∑
i=1

ηi ≥ m(1− µ),

(7)

where λ > 0 is a regularization parameter and η is an outlier indicator. The linear kernel is used in
the original ROD [17]. To obtain a classifier, the ROD solves a semidefinite relaxation of (7). In [18],
it is proven that a KKT point of (7) with the learning parameter (λ, µ) corresponds to that of robust
(ν, µ)-SVM for some parameter ν.

3.2. Learning Algorithm

It is hard to obtain a global optimal solution of (5), since the objective function is non-convex.
The difference of convex functions algorithm (DCA) [27] and concave-convex programming
(CCCP) [28] are popular methods to efficiently obtain practical numerical solutions of non-convex
optimization problems. Indeed, DCA is used in robust C-SVM using the ramp loss [12] and
ER-SVM [18].

Let us show an expression of the objective function in (5) as a difference of convex functions.
The set of feasible outlier indicators is denoted as:

Eµ =

{
(η1, . . . , ηm)

T ∈ [0, 1]m :
m

∑
i=1

ηi ≥ m(1− µ)

}
.

For the negative margin ri = −yi( f (xi) + b), the objective function in robust (ν, µ)-SVM is then
represented as:

min
ρ∈R,η∈Eµ

1
2
‖ f ‖2

H − (ν− µ)ρ +
1
m

m

∑
i=1

ηi
[
ρ + ri

]
+

= min
ρ∈R

1
2
‖ f ‖2

H − νρ +
1
m

m

∑
i=1

[
ρ + ri

]
+
−max

η∈Eµ

1
m

m

∑
i=1

(1− ηi)ri, (8)

which is derived from (3) and (6).
We derive the DCA using the decomposition (8). The optimization algorithm is a simplified

variant of the learning algorithm proposed in [18]. The representer theorem ensures that the optimal
decision function is represented by g(x) = ∑m

i=1 αik(x, xi) + b when the kernel function of the RKHS
H is k(x, x′). From (8), the objective function of the robust (ν, µ)-SVM is expressed as:

Φ(α, b, ρ) = ψ0(α, b, ρ)− ψ1(α, b) (9)

using the convex functions ψ0 and ψ1 defined as:

ψ0(α, b, ρ) =
1
2

αTKα− νρ +
1
m

m

∑
i=1

[ρ + ri],

ψ1(α, b) = max
η∈Eµ

1
m

m

∑
i=1

(1− ηi)ri,
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where α is the column vector (α1, . . . , αm)T ∈ Rm and K ∈ Rm×m is the Gram matrix defined by
Kij = k(xi, xj), i, j ∈ [m]. Let αt ∈ Rm, bt, ρt ∈ R be the solution obtained after t iterations of the DCA.
Next, the solution is updated to the optimal solution of:

min
α,b,ρ

ψ0(α, b, ρ)− uTα− vb, (10)

where (u, v) ∈ Rm+1 with u ∈ Rm, v ∈ R is an element of the subgradient of ψ1 at (αt, bt). Let convS be
the convex hull of the set S, and let a ◦ b denote component-wise multiplication of two vectors a and b.
Accordingly, the subgradient of ψ1 can be expressed as:

∂ψ1(αt, bt)

= conv
{
(u, v) : u = − 1

m
K(y ◦ (1m − η)), v = − 1

m
yT(1m − η),

where η ∈ Eµ is a maximum solution of the problem in ψ1(αt, bt)

}
,

where 1m denotes an m-dimensional vector of all ones. A parameter η ∈ Eµ that meets the condition in
the above subgradient is obtained by sorting the negative margin ri, i ∈ [m] at (α, b) = (αt, bt).

Let us describe the learning algorithm for robust (ν, µ)-SVM. We propose a modification of DCA
to guarantee the robustness of the local optimal solution. The DCA for robust (ν, µ)-SVM based on
Expression (9) is used to obtain a good numerical solution of the outlier indicator. Let Loss( f , b, ρ, η)

be the objective function of robust (ν, µ)-SVM:

Loss( f , b, ρ, η) =
1
2
‖ f ‖2

H − (ν− µ)ρ +
1
m

m

∑
i=1

ηi[ρ− yi( f (xi) + b)]+.

The learning algorithm is presented in Algorithm 1. Given training samples D = {(xi, yi) : i ∈ [m]},
the learning algorithm outputs the decision function fD + bD ∈ H+R. The dual problem of (10) is
presented as (11) in Algorithm 1.

The numerical solution given by DCA is modified in Steps 7 and 8. Step 7 of Algorithm 1 is
equivalent to solving (5) with the additional equality constraint η = η̄ ∈ Eµ. This is almost the same
as the standard ν-SVM using the training samples with η̄i = 1 and the regularization parameter
(ν− µ)/(1− µ) ∈ (0, 1) instead of ν. Hence, the optimal solution fD is efficiently obtained. In Step 8,
the problem is reduced to the optimization of the one-dimensional piecewise linear function of b.
This fact is shown in Appendix C, when we prove the robustness property of bD in Section 4.2. Hence,
finding a local optimal solution of the problem in Step 8 is tractable.

Throughout the learning algorithm, the objective value monotonically decreases. Indeed, the DCA
has the monotone decreasing property of the objective value [27]. Let f̄ , b̄, ρ̄, η̄ be the numerical solution
obtained at the last iteration of DCA. Then, we have:

Loss( f̄ , b̄, ρ̄, η̄) ≥ min
f∈H,b,ρ∈R

Loss( f , b, ρ, η̄)

= min
b,ρ∈R

Loss( fD, b, ρ, η̄)

≥ min
b,ρ∈R,η∈Eµ

Loss( fD, b, ρ, η)

= min
ρ∈R,η∈Eµ

Loss( fD, bD, ρ, η).

It is straightforward to guarantee the monotone decrease of the objective value even if bD is a
local optimal solution.
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Algorithm 1 Learning Algorithm of Robust (ν, µ)-SVM

Input: Training dataset D = {(xi, yi) : i ∈ [m]}, Gram matrix K ∈ Rm×m defined as Kij = k(xi, xj), i, j ∈
[m], and training labels y = (y1, . . . , ym)T ∈ {+1,−1}m. The matrix K̃ ∈ Rm×m is defined as

K̃ij = yiyjKij. Let g(x) = f (x) + b ∈ H+R be the initial decision function.
1: repeat

2: Compute the sort rσ(1) ≥ · · · ≥ rσ(m) of ri = −yig(xi), and set

η̄σ(i) ←





0, 1 ≤ i ≤ µm,

1, otherwise,

for i ∈ [m]. Let η̄ be (η̄1, . . . , η̄m)T ∈ Eµ.
3: Set c ← −K̃(1m − η̄)/m and d ← yT(1m − η̄)/m. Compute the optimal solution βopt of

the problem

min
β∈Rm

1
2

βTK̃β + cTβ subject to 0m ≤ β ≤ 1m/m, βTy = d, βT1m = ν. (11)

4: Set α ← y ◦ (βopt − (1m − η̄)/m). Compute ρ and b using the relation obtained from the

KKT condition,

0 < (βopt)i < 1/m =⇒ ρ = yig(xi),

where g(xi) = ∑m
j=1 Kijαj + b.

5: until the objective value of the robust (ν, µ)-SVM is unchanged.
6: Let η̄ = (η̄1, . . . , η̄m) be the outlier indicator obtained by DCA.
7: Let fD be the optimal solution of f in the following convex optimization problem,

min
f ,b,ρ

Loss( f , b, ρ, η̄), f ∈ H, b, ρ ∈ R,

where η̄ is fixed.
8: Let bD be (local) optimal solution of b in the following problem,

min
b,ρ,η

Loss( fD, b, ρ, η), b, ρ ∈ R, η ∈ Eµ,

where fD is fixed.
9: Output: the decision function g(x) = fD(x) + bD.

3.3. Dual Problem and Its Interpretation

The partial dual problem of (5) with a fixed outlier indicator η ∈ [0, 1]m has an intuitive geometric
picture. Some variants of ν-SVM can be geometrically interpreted on the basis of the dual form [29–31].
Substituting (2) into the objective function in (5), we obtain the Lagrangian of problem (5) with a fixed
η ∈ Eµ as:
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Lη(α, b, ρ, ξ; β, γ) =
1
2

m

∑
i,j=1

αiαjk(xi, xj)− (ν− µ)ρ +
1
m

m

∑
i=1

ηiξi −
m

∑
i=1

βiξi

+
m

∑
i=1

γi

(
ρ− ξi − yi

(
∑

j
k(xi, xj)αj + b

))
,

where non-negative slack variables ξi, i ∈ [m] are introduced to represent the hinge loss.
Here, the parameters βi and γi for i ∈ [m] are non-negative Lagrange multipliers. For a fixed
η ∈ Eµ, the Lagrangian is convex in the parameters α, b, ρ and ξ and concave in β = (β1, . . . , βm)

and γ = (γ1, . . . , γm). Hence, the min-max theorem [32] (Proposition 6.4.3) yields:

inf
α,b,ρ,ξ

sup
β,γ≥0

Lη(α, b, ρ, ξ; β, γ)

= sup
β,γ≥0

inf
α,b,ρ,ξ

Lη(α, b, ρ, ξ; β, γ)

= sup
β,γ≥0

inf
α,b,ρ,ξ

ρ

(
∑

i
γi − (ν− µ)

)
+∑

i
ξi

(
ηi
m
− βi − γi

)

+
1
2 ∑

i,j
αiαjk(xi, xj)−∑

i
γiyi ∑

j
k(xi, xj)αj − b ∑

i
yiγi

= max
γ

{
− 1

2

∥∥∥∥∑
i

γiyik(·, xi)

∥∥∥∥
2

H
: ∑

i:yi=+1
γi = ∑

i:yi=−1
γi =

ν− µ

2
, 0 ≤ γi ≤

ηi
m

}
.

The last equality comes from the optimality condition with respect to the variables α, b, ρ, ξ.
Given the optimal solution γi, i ∈ [m] of the dual problem, the optimal coefficient αi in the primal
problem is given by αi = γiyi, and the bias term b is obtained from the complementary slackness of γi
such that 0 < γi < ηi/m and ηi = 1.

Let us give a geometric interpretation of the above expression. For the training data D = {(xi, yi) :
i ∈ [m]}, the convex sets, U+

η [ν, µ; D] and U−η [ν, µ; D], are defined as the reduced convex hulls of the
data points for each label, i.e.,

U±η [ν, µ; D]

=

{
∑

i:yi=±1
γ′ik(·, xi) ∈ H : ∑

i:yi=±1
γ′i = 1, 0 ≤ γ′i ≤

2ηi
(ν− µ)m

for i such that yi = ±1
}

.

The coefficients γ′i , i ∈ [m] in U±η [ν, µ; D] are bounded above by a non-negative real number.
Hence, the reduced convex hull is a subset of the convex hull of the data points in the RKHS H.
Let Vη [ν, µ; D] be the Minkowski difference of two subsets,

Vη [ν, µ; D] = U+
η [ν, µ; D]	U−η [ν, µ; D],

where A	 B of subsets A and B denotes {a− b : a ∈ A, b ∈ B}. We obtain:

inf
α,b,ρ,ξ

sup
β,γ≥0

Lη(α, b, ρ, ξ; β, γ) = − (ν− µ)2

8
min

{
‖ f ‖2

H : f ∈ Vη [ν, µ; D]
}

for each η ∈ Eµ. As a result, the optimal value of (5) is given as −(ν− µ)2/8× opt(ν, µ; D), where:

opt(ν, µ; D) = max
η∈Eµ

min
f∈Vη [ν,µ;D]

‖ f ‖2
H. (12)

Therefore, the dual form of robust (ν, µ)-SVM can be expressed as the maximization of the
minimum distance between two reduced convex hulls, U+

η [ν, µ; D] and U−η [ν, µ; D]. The estimated
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decision function in robust (ν, µ)-SVM is provided by the optimal solution of (12) up to a scaling factor
depending on ν− µ. Moreover, the optimal value is proportional to the squared RKHS norm of f ∈ H
in the decision function g(x) = f (x) + b.

4. Breakdown Point of Robust SVMs

4.1. Finite-Sample Breakdown Point

Let us describe how to evaluate the robustness of learning algorithms. There are a number of
robustness measures for evaluating the stability of estimators as discussed later in Section 4.3. In this
paper, we use the finite-sample breakdown point, and it will be referred to as the breakdown point for
short. The breakdown point quantifies the degree of impact that the outliers have on the estimators
when the contamination ratio is not necessarily infinitesimal [33]. In this section, we present an exact
evaluation of the breakdown point of robust SVMs.

The breakdown point indicates the largest amount of contamination such that the estimator still
gives information about the non-contaminated data [20] (Chapter 3.2). More precisely, for an estimator
θD based on a dataset D of size m that takes a value in a normed parameter space, the finite-sample
breakdown point is defined as:

ε∗ = max
κ=0,1,...,m

{ κ/m : θD′ is uniformly bounded for D′ ∈ Dκ }, (13)

where Dκ is the family of datasets of size m including at least m− κ elements in common with the
non-contaminated dataset D, i.e.,

Dκ =
{

D′ : |D′| = m, |D′ ∩ D| ≥ m− κ
}

.

For simplicity, the dependency ofDκ on the dataset D is dropped. The condition of the breakdown
point ε∗ can be rephrased as:

sup
D′∈Dκ

‖θD′‖ < ∞,

where ‖ · ‖ is the norm on the parameter space. In most cases of interest, ε∗ does not depend on
the dataset D. For example, the breakdown point of the one-dimensional median estimator is
ε∗ = b(m− 1)/2c/m.

4.2. Breakdown Point of Robust (ν, µ)-SVM

The parameters of robust (ν, µ)-SVM have a clear meaning unlike those of robust C-SVM and
ROD. In fact, ν− µ is a lower bound of the number of support vectors and an upper bound of the
margin error, as mentioned in Section 3.1. In addition, we show that the parameter µ is exactly equal to
the breakdown point of the decision function under a mild assumption. Such an intuitive interpretation
will be of great help in tuning the parameters in the learning algorithm. Section 5 describes how to
tune the learning parameters.

To start with, let us derive a lower bound of the breakdown point for the optimal value of
Problem (5) that is expressed as opt(ν, µ; D) up to a constant factor. As shown in Section 3.3,
the boundedness of opt(ν, µ; D) is equivalent to the boundedness of the RKHS norm of f ∈ H
in the estimated decision function g(x) = f (x) + b. Given a labeled dataset D = {(xi, yi) : i ∈ [m]},
let us define the label ratio r as:

r =
1
m

min{ |{i : yi = +1}|, |{i : yi = −1}| }.

In what follows, we assume mν, mµ ∈ N to avoid technical difficulty.
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Theorem 1. Let D be a labeled dataset of size m with a label ratio r > 0. For the parameters ν, µ such that
0 ≤ µ < ν < 1 and νm, µm ∈ N, we assume µ < r/2. Then, the following two conditions are equivalent:

(i) The inequality

ν− µ ≤ 2(r− 2µ) (14)

holds.
(ii) Uniform boundedness,

sup{opt(ν, µ; D′) : D′ ∈ Dµm} < ∞

holds, where Dµm is the family of contaminated datasets defined from D.

The proof of the above theorem is given in Appendix A. The inequality µ < r/2 has an
intuitive interpretation. If µ < r/2 is violated, the majority of, say, positive labeled samples in
the non-contaminated training dataset can be replaced with outliers. In such a situation, the statistical
features in the original dataset will not be retained.

Remark 1. The condition (14) has an intuitive interpretation. Assume that m+ < m/2. After removing some
training samples due to the optimal outlier indicator η, there exist at least m+−mµ−mµ = m+− 2mµ positive
training samples for any D′ ∈ Dmµ. In the standard ν-SVM, the condition ν ≤ 2r guarantees the boundedness
of the optimal value, opt(ν, 0; D), for a non-contaminated dataset D [29]. For the robust (ν, µ)-SVM, ν and
r are replaced with ν− µ and (m+ − 2mµ)/m, respectively. As a result, the inequality (14) is obtained as
a sufficient condition of opt(ν, µ; D′) < ∞ for each D′ ∈ Dmµ. This implies the pointwise boundedness of
opt(ν, µ; D′). However, this interpretation does not prove the uniform boundedness of opt(ν, µ; D′) for any
D′ ∈ Dmµ. In the proof in Appendix A, we prove the uniform boundedness over Dmµ.

The inequality (14) indicates the trade-off between the ratio of outliers µ and the ratio of support
vectors ν− µ. This result is reasonable. The number of support vectors corresponds to the dimension
of the statistical model. When the ratio of outliers is large, a simple statistical model should be used to
obtain robust estimators.

When the contamination ratio in the training dataset is greater than the parameter µ of robust
(ν, µ)-SVM, the estimated decision function is not necessarily bounded.

Theorem 2. Suppose that ν and µ are rational numbers such that 0 < µ < 1/4 and µ < ν < 1. Then, there
exists a dataset D of size m with the label ratio r such that µ < r/2 and:

sup{opt(ν, µ; D′) : D′ ∈ Dµm+1} = ∞

hold, where Dµm+1 is defined from D.

The proof is given in Appendix B. Theorems 1 and 2 provide lower and upper bounds of the
breakdown point, respectively. Hence, the breakdown point of the function part f ∈ H in the
estimated decision function g = f + b is exactly equal to ε∗ = µ, when the learning parameters of
robust (ν, µ)-SVM satisfy µ < r/2 and ν− µ ≤ 2(r − 2µ). Otherwise, the breakdown point of f is
strictly less than µ. Note that the results in Theorems 1 and 2 hold for the global optimal solution.



Entropy 2017, 19, 83 12 of 27

Remark 2. Let us consider the robustness of the local optimal solution fD obtained by robust (ν, µ)-SVM. Let
fopt be the global optimal solution of robust (ν, µ)-SVM. For the outlier indicator η = η̄ ∈ Eµ in Algorithm 1,
we have:

‖ fopt‖2
H = opt(ν, µ; D) ≥ min{‖ f ‖2

H : f ∈ Vη̄ [ν, µ; D]} = ‖ fD‖2
H.

where the last equality is guaranteed by the result in Section 3.3. Therefore, fD is less sensitive to contamination
than the RKHS element of the global optimal solution.

Now, we will show the robustness of the bias term b. Let bD be the estimated bias parameter
obtained by Algorithm 1. We will derive a lower bound of the breakdown point of the bias term.
Then, we will show that the breakdown point of robust (ν, µ)-SVM with a bounded kernel is given by
a simple formula.

Theorem 3. Let D be an arbitrary dataset of size m with a label ratio r that is greater than zero. Suppose that ν

and µ satisfy 0 < µ < ν < 1, νm, µm ∈ N, and µ < r/2. For a non-negative integer `, we assume:

0 ≤ 2
(

µ− `

m

)
< ν− µ < 2(r− 2µ). (15)

Then, uniform boundedness,

sup{ |bD′ | : D′ ∈ Dµm−` } < ∞,

holds, where Dµm−` is defined from D.

The proof is given in Appendix C, in which a detailed analysis is needed especially when the
kernel function is unbounded. The proof shows that the uniform boundedness holds even if bD′

is a local optimal solution in Algorithm 1. Note that the inequality (15) is a sufficient condition of
Inequality (14). Theorem 3 guarantees that the breakdown point of the estimated decision function
fD + bD is not less than µ− `/m, when (15) holds.

The robustness of bD for a bounded kernel is considered in the theorem below.

Theorem 4. Let D be an arbitrary dataset of size m with a label ratio r that is greater than zero. For parameters
such that 0 < µ < ν < 1 and νm, µm ∈ N, suppose that µ < r/2 and ν − µ < 2(r − 2µ) hold.
In addition, assume that the kernel function k(x, x′) of the RKHS H is bounded, i.e., supx∈X k(x, x) < ∞.
Then, uniform boundedness,

sup{ |bD′ | : D′ ∈ Dµm } < ∞,

holds, where Dµm is defined from D.

The proof is given in Appendix D. Compared with Theorem 3 in which arbitrary kernel functions
are treated, Theorem 4 ensures that a tighter lower bound of the breakdown point is obtained for
bounded kernels. The above result agrees with those of other studies. The authors of [14] proved that
bounded kernels produce robust estimators for regression problems in the sense of bounded response,
i.e., robustness against a single outlier.

Combining Theorems 1–4, we find that the breakdown point of robust (ν, µ)-SVM with µ < r/2
is given as follows.

• Bounded kernel: For ν − µ > 2(r − 2µ), the breakdown point of fD ∈ H is less than µ.
For ν− µ ≤ 2(r− 2µ), the breakdown point of ( fD, bD) is equal to µ.
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• Unbounded kernel: For ν − µ > 2(r − 2µ), the breakdown point of fD ∈ H is less
than µ. For 2µ < ν − µ ≤ 2(r − 2µ), the breakdown point of ( fD, bD) is equal to µ.
When 0 < ν− µ < min{2µ, 2(r− 2µ)}, the breakdown point of fD is equal to µ, and the breakdown
point of bD is bounded from below by µ− `/m and from above by µ, where ` ∈ N depends on ν

and µ, as shown in Theorem 3.

Figure 2 shows the breakdown point of robust (ν, µ)-SVM. The line ν− µ = 2(r− 2µ) is critical.
For unbounded kernels, we only obtain a bound of the breakdown point.

Bounded kernel Unbounded kernel
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≤ ε∗ ≤ µ

...

1/m
≤ ε∗ ≤ µ
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Figure 2. (a) breakdown point of ( fD, bD) given by robust (ν, µ)-SVM with bounded kernel;
(b) breakdown point of ( fD, bD) given by robust (ν, µ)-SVM with unbounded kernel.

4.3. Breakdown Point Revisited

Let us reconsider the breakdown point of learning methods.

4.3.1. Effective Case of Breakdown Point

Suppose that the function f̂D ∈ H is obtained by a learning method using the dataset D.
Learning methods are categorized into two types according to the norm of f̂D. The first
type is the learning methods satisfying supD′ ‖ f̂D′‖H = ∞, and the second type is the ones
such that supD′ ‖ f̂D′‖H < ∞, where the supremum is taken over arbitrary dataset of size m,
i.e., D′ ∈ Dm = (X × {+1,−1})m.

For learning methods of the first type, the breakdown point indicates the number of outliers such
that the estimator remains in a uniformly-bounded region. This is meaningful information about the
robustness of the learning method. In this case, the larger breakdown point is regarded as a more
robust method. As shown in Theorems 1 and 2, the robust (ν, µ)-SVM is a learning method of the
first type.

The second type implies that the hypothesis space of the learning method is bounded regardless
of datasets. The C-SVM, robust C-SVM and ROD belong to learning methods of the second type.
Indeed, given a labeled dataset D = {(xi, yi) : i ∈ [m]}, the non-negative property of the hinge loss in
C-SVM leads to:

1
2
‖ f̂D‖2

H ≤
1
2
‖ f̂D‖2

H + C
m

∑
i=1

[1− yi( f̂D(xi) + b̂D)]+ ≤ mC,

where the last inequality comes from the fact that the objective value at f = 0 and b = 0 is greater than
or equal to the optimal value. Likewise, one can prove that robust C-SVM and ROD have the same
property. In this case, the naive definition of the breakdown point shown in Section 4.1 is not adequate,
because the boundary effect of the hypothesis set is not taken into account. In the general definition of
the breakdown point, the boundary of the hypothesis space is taken into account [20] (Chapter 3.2.5).
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In this paper, we focus on the breakdown point of learning algorithms of the first type. Then,
the analysis based on the breakdown point suggests proper choices of hyperparameters (ν, µ) as
shown in succeeding sections.

4.3.2. Other Robust Estimators

Robust statistical inference has been studied for a long time in mathematical statistics, and a
number of robust estimators have been proposed for many kinds of statistical problems [20,34,35].
In mathematical analysis, one needs to quantify the influence of samples on estimators. Here,
the influence function, change of variance and breakdown point are often used as measures of
robustness. In the machine learning literature, these measures have been used to analyze the theoretical
properties of SVM and its robust variants. In [36], the robustness of a learning algorithm using a convex
loss function was investigated on the basis of an influence function defined over an RKHS. When the
influence function is uniformly bounded on the RKHS, the learning algorithm is regarded to be robust
against outliers. It was proven that the least squares loss provides a robust learning algorithm for
classification problems in this sense [36].

From the standpoint of the breakdown point, however, convex loss functions do not provide
robust estimators, as shown in [20] (Chapter 5.16). Yu et al. [14] proved that the breakdown point
of a learning algorithm using clipped loss is greater than or equal to 1/m in regression problems.
In Section 4.2, we show a detailed analysis of the breakdown point for robust (ν, µ)-SVM.

5. Admissible Region for Learning Parameters

The theoretical analysis in Section 4.2 suggests that robust (ν, µ)-SVM satisfying
0 < ν− µ < 2(r− 2µ) is a good choice for obtaining a robust classifier, especially when a bounded
kernel is used. Here, r is the label ratio of the non-contaminated original data D, and usually, it is
unknown in real-world data analysis. Thus, we need to estimate r from the contaminated dataset D′.

If an upper bound of the outlier ratio is known to be µ̃, we have D′ ∈ Dµ̃m, where Dµ̃m is defined
from D. Let r′ be the label ratio of D′. Then, the label ratio of the original dataset D should satisfy
rlow ≤ r ≤ rup, where rlow = max{r′ − µ̃, 0} and rup = min{r′ + µ̃, 1/2}. Let Λlow and Λup be:

Λlow = {(ν, µ) : 0 ≤ µ ≤ µ̃, 0 < ν− µ < 2(rlow − 2µ)},
Λup = {(ν, µ) : 0 ≤ µ ≤ µ̃, 0 < ν− µ < 2(rup − 2µ)}.

Robust (ν, µ)-SVM with (ν, µ) ∈ Λlow reaches the breakdown point µ for any non-contaminated
dataset D such that D′ ∈ Dµm for given D′. On the other hand, the parameters (ν, µ) on the outside
of Λup are not necessary. Indeed, for any non-contaminated data D such that D′ ∈ Dµ̃m for given D′,
the parameters (ν, µ) satisfying ν− µ > 2(rup − 2µ) do not yield a learning method that reaches the
breakdown point µ.

When the upper bound µ̃ is unknown, we set µ̃ = r/2. As shown in the comments after Theorem 1,
the outlier ratio greater than r/2 can totally violate the statistical features of the original dataset. In such
a case, we need to reconsider the observation process. For µ̃ = r/2, we obtain r̄low ≤ r ≤ r̄up, where
r̄low = 2r′/3 and r̄up = min{2r′, 1/2}. Hence, in the worst case, the admissible set of learning
parameters ν and µ is:

Λlow = {(ν, µ) : 0 < ν− µ < 2(r̄low − 2µ)}, or
Λup = {(ν, µ) : 0 < ν− µ < 2(r̄up − 2µ)}. (16)

Given contaminated training data D′, for any D of size m with a label ratio r ∈ [r̄low, r̄up], such
that D′ ∈ Dµm with µ < r̄low/2, robust (ν, µ)-SVM with (ν, µ) ∈ Λlow provides a classifier with the
breakdown point µ. A parameter (ν, µ) on the outside of Λup is not necessary, for the same reasons as
for Λup.
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The admissible region of (ν, µ) is useful when the parameters are determined by a grid search
based on cross-validation. On the other hand, C of robust C-SVM and λ in ROD can take a wide range
of positive real numbers. Hence, differently from robust (ν, µ)-SVM, these algorithms need heuristics
to determine the region of the grid search for the learning parameters.

The numerical experiments presented in Section 6 applied a grid search to the region Λup.

6. Numerical Experiments

We conducted numerical experiments on synthetic and benchmark datasets to compare a number
of SVMs. Algorithm 1 was used for robust (ν, µ)-SVM, and DCA in [12] was used for robust C-SVM
with the ramp loss. We used CPLEX to solve the convex quadratic problems.

6.1. DCA versus Global Optimization Methods

As has been shown in many studies including [37], DCA quite often gives global optimal
solutions to many different and various non-convex optimization problems. We examined how
often DCA produces global optimal solutions to robust (ν, µ)-SVM with the 0-1 valued outlier
indicator. Here, the numerical solution of DCA in robust (ν, µ)-SVM denotes the output of Step 5 in
Algorithm 1. In these numerical experiments, the optimization problem was formulated as a mixed
integer programming (MIP) problem, and the CPLEX MIP solver was used to compute the global
optimal solution of robust (ν, µ)-SVM based on a relatively small dataset. The numerical solution
given by DCA was compared with the global optimal solution.

In binary classification problems, positive (resp. negative) samples were generated from a
multivariate normal distribution with mean µp = 1d ∈ Rd (resp. µn = −1d ∈ Rd) and a
variance-covariance matrix cI, where I is the identity matrix and c is a positive constant. Each
class had 20 samples. For such a small dataset, the global optimal solution was obtained by the CPLEX
MIP solver. Outliers were added by flipping positive labels randomly, and the outlier ratio was 10%.
The DCA with the multi-start method was used to solve the robust (ν, µ)-SVM using the linear kernel.
In the multi-start method, a number of initial points were randomly generated, and for each initial
point, a numerical solution was obtained by DCA. Among these numerical solutions, the point that
attained the smallest objective value was chosen as the output of the multi-start method. opt(DCA)

was the objective value at the numerical solution of DCA, and opt(MIP) was the global optimal value.
Note that the optimal value of the problem in robust (ν, µ)-SVM is non-positive, i.e., opt(MIP) ≤ 0.
In addition, one can find that any numerical solution obtained by DCA satisfies opt(DCA) ≤ 0.

Table 1. Number of times that the numerical solution of difference of convex functions algorithm
(DCA) satisfiesopt(DCA)/opt(MIP) ≥ 0.97 out of 100 trials. The number of initial points used in the
multi-start method is denoted as #initial points. The“Dim.” and “Cov.” columns denote the dimension
d and the covariance matrix of the input vectors in each label. The column labeled “Err.” shows the
Bayes error of each problem setting.

Setting
Err. (%)

(ν, µ) in Robust (ν, µ)-SVM Using Linear Kernel

(0.4, 0.1) (0.5, 0.1) (0.6, 0.1)

Dim. Cov. #Initial Points #Initial Points #Initial Points

1 5 10 1 5 10 1 5 10

2 I 7.9 87 96 97 90 99 99 93 99 99
5 I 1.3 98 99 100 100 100 100 99 100 100

10 I 0.1 100 100 100 100 100 100 100 100 100
2 5I 26.4 78 84 88 76 85 90 75 85 86
5 10I 24.0 46 84 90 53 83 90 66 90 90

10 50I 32.7 16 59 73 31 72 77 46 85 92
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In the numerical experiments, 100 training datasets such that opt(MIP) < −10−4 were randomly
generated, and opt(DCA) was computed for each dataset. Table 1 shows the number of times that
opt(DCA)/opt(MIP) ≥ 0.97 holds out of 100 trials. When the achievable lowest test error, i.e.,
the Bayes error, was large, the DCA tended to yield a local optimal solution that was not globally
optimal. When the Bayes error was small, DCA produced approximately global optimal solutions in
almost all trials. Even when DCA using a single initial point failed to find the global optimal solution,
the multi-start method with five or 10 initial points greatly improved the quality of the numerical
solutions. In numerical experiments, DCA was more than 50 times more computationally efficient
than the MIP solver.

6.2. Computational Cost

We conducted numerical experiments to compare the computational cost of robust (ν, µ)-SVM
with that of robust C-SVM. Both learning algorithms employed the DCA. The numerical experiments
were conducted on AMD Opteron Processors 6176 (2.3 GHz) with 48 cores, running Cent OS Linux
Release 6.4. We used three benchmark datasets, Sonar, BreastCancer and spam, which were also
used in the experiments in Section 6.5. m training samples were randomly chosen from each dataset,
and each dataset was contaminated by outliers. The outlier ratio was 5%, and outliers were added
by flipping the labels randomly. Robust (ν, µ)-SVM and robust C-SVM with the linear kernel were
used to obtain classifiers from the contaminated datasets. This process was repeated 20 times for each
dataset. Table 2 presents the average computation time and average ratio of support vectors (SV ratio)
together with standard deviations. The support vector was numerically identified as the data point xi
having the coefficient αi such that |αi| is greater than 10−10. Although the SV ratio is bounded below
by ν− µ, the bound was not necessarily tight. A similar tendency is often observed in ν-SVM. In terms
of the computation time, two learning algorithms were not significantly different except in the case of
robust C-SVM with a small C that induces a strong regularization.

Table 2. Computation time (Time) and ratio of support vectors (SV Ratio) of robust (ν, µ)-SVM and
robust C-SVMwith standard deviations.

Linear Kernel Sonar (m = 104) BreastCancer (m = 350) Spam (m = 1000)

Robust (ν, µ)-SVM, (ν, µ) Time (s) SV Ratio Time (s) SV Ratio Time (s) SV Ratio

(0.2, 0.10) 1.10 (0.22) 0.79 (0.14) 1.02 (0.17) 0.21 (0.11) 13.38 (3.90) 0.27 (0.22)
(0.2, 0.05) 0.87 (0.15) 0.75 (0.20) 0.73 (0.13) 0.18 (0.06) 11.29 (2.41) 0.64 (0.27)
(0.3, 0.10) 1.17 (0.19) 0.57 (0.12) 0.80 (0.13) 0.22 (0.07) 9.65 (2.13) 0.24 (0.04)
(0.3, 0.05) 0.81 (0.09) 0.58 (0.16) 0.63 (0.07) 0.28 (0.05) 8.64 (2.12) 0.36 (0.21)
(0.4, 0.10) 1.11 (0.18) 0.49 (0.10) 0.83 (0.14) 0.30 (0.03) 8.65 (1.25) 0.30 (0.02)
(0.4, 0.05) 0.90 (0.15) 0.62 (0.16) 0.76 (0.12) 0.36 (0.02) 8.72 (1.77) 0.38 (0.04)

Robust C-SVM, C

10−7 0.12 (0.02) 0.00 (0.00) 0.15 (0.02) 0.00 (0.00) 1.62 (0.08) 0.00 (0.00)
1 0.61 (0.07) 0.45 (0.08) 0.60 (0.16) 0.04 (0.01) 7.38 (2.36) 0.08 (0.01)

107 1.02 (0.11) 0.54 (0.13) 0.68 (0.18) 0.03 (0.01) 10.16 (3.31) 0.11 (0.16)
1012 1.07 (0.13) 0.47 (0.09) 0.63 (0.17) 0.05 (0.06) 20.98 (5.95) 0.30 (0.32)

6.3. Outlier Detection

Robust (ν, µ)-SVM uses an outlier indicator to suppress the influence of outliers. Figure 3 shows
that the outlier indicator in the robust (ν, µ)-SVM using the linear kernel is able to detect outliers in
a synthetic setting. Similar results have been reported for learning methods using outlier indicators
such as ROD and ER-SVM. Systematic experiments using a recall-precision criterion were presented
in [17,19].
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Figure 3. Plot of contaminated dataset of size m = 200. The outlier ratio is 0.05, and the asterisks (∗)
denote the outlier. In the panels of the upper (resp. lower) row, outliers are added by flipping labels
(resp. flipping positive labels) randomly. The dashed line is the true decision boundary, and the solid
line is the decision boundary estimated using ν-SVM with ν = 0.3 in (a,d); robust (ν, µ)-SVM with
(ν, µ) = (0.3, 0.05) in (b,e); and (ν, µ) = (0.3, 0.1) in (c,f). The triangles denote the samples on which
ηi = 0 is assigned.

6.4. Breakdown Point

We investigate the validity of Inequality (14) in Theorem 1. In the numerical experiments,
the original data D were generated using mlbench.spiralsin the mlbench library of the R
language [38]. Given an outlier ratio µ, positive samples of size µm were randomly chosen from D,
and they were replaced with randomly-generated outliers to obtain a contaminated dataset D′ ∈ Dµm.
The original data D and an example of the contaminated data D′ ∈ Dµm are shown in Figure 4.
The decision function g(x) = f (x) + b was estimated from D′ by using robust (ν, µ)-SVM. Here,
the true outlier ratio µ was used as the parameter of the learning algorithm. The norms of f and b were
then calculated. The above process was repeated 30 times for each pair of parameters (ν, µ), and the
maximum values of ‖ f ‖H and |b| were computed.

Figure 5 shows the results of the numerical experiments. The maximum norm of the estimated
decision function is plotted for the parameter (µ, ν − µ) on the same axis as in Figure 2. The top
(bottom) panels show the results for a Gaussian (linear) kernel. The left and middle columns show the
maximum norm of f and b, respectively. The maximum test errors are presented in the right column.
In all panels, the red points denote the top 50 percent of values, and the asterisks (∗) are the point
that violates the inequality ν− µ ≤ 2(r− 2µ). In this example, the numerical results agree with the
theoretical analysis in Section 4; i.e., the norm becomes large when the inequality ν− µ ≤ 2(r− 2µ) is
violated. Accordingly, the test error gets close to 0.5; no information for classification. Even when the
unbounded linear kernel is used, robustness is confirmed for the parameters in the left lower region in
the right panel of Figure 2.
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Figure 4. (a) original data D; (b) contaminated data D′ ∈ Dµm. In this example, the sample size is
m = 200, and the outlier ratio is µ = 0.1.

0.05 0.10 0.15 0.20 0.25
-4.0

-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0
0.2

0.4
0.6

0.8
1.0

ν − µ

µ

lo
g 1

0
∥f

∥ H

0.05 0.10 0.15 0.20 0.25
-6

-5

-4

-3

-2

-1

0

1

0.0
0.2

0.4
0.6

0.8
1.0

ν − µ

µ

lo
g 1

0
|b|

0.05 0.10 0.15 0.20 0.25
0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.0
0.2

0.4
0.6

0.8
1.0

ν − µ

µ

te
st

er
ro

r

plot of log10 ‖ f ‖H plot of log10 |b| plot of test error
(a)

0.05 0.10 0.15 0.20 0.25
-10

-8

-6

-4

-2

0

2

0.0

0.2

0.4

0.6

0.8

1.0

ν − µ

µ

lo
g 1

0
∥f

∥ H

0.05 0.10 0.15 0.20 0.25
-10

-8

-6

-4

-2

0

0.0

0.2

0.4

0.6

0.8

1.0

ν − µ

µ

lo
g 1

0
|b|

0.05 0.10 0.15 0.20 0.25
0.45

0.50

0.55

0.60

0.65

0.0

0.2

0.4

0.6

0.8

1.0

ν − µ

µ

te
st

er
ro

r

plot of log10 ‖ f ‖H plot of log10 |b| plot of test error
(b)

Figure 5. Plots of maximum norms and worst-case test errors. The top (Bottom) panels show the results
for a Gaussian (linear) kernel. Red points mean the top 50 percent of values; the asterisks (∗) are points
that violate the inequality ν− µ ≤ 2(r− 2µ). (a) Gaussian kernel; (b) linear kernel.

In the bottom right panel, the test error gets large when the inequality ν− µ ≤ 2(r− 2µ) holds.
This result comes from the problem setup. Even with non-contaminated data, the test error of the
standard ν-SVM is approximately 0.5, because the linear kernel works poorly for spiral data. Thus,
the worst-case test error under the target distribution can go beyond 0.5. For the parameter at which (14)
is violated, the test error is always close to 0.5. Thus, a learning method with such parameters does not
provide any useful information for classification.
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6.5. Prediction Accuracy

As shown in Section 5, the theoretical analysis of the breakdown point yields the admissible
region, such as Λup, for learning parameters in robust (ν, µ)-SVM. Learning parameters outside the
admissible region produce an unstable learning algorithm. Hence, one can reduce the computational
cost of tuning the learning parameters by ignoring outside of the admissible region. In this section, we
verify the usefulness of the admissible region.

We compared the generalization ability of robust (ν, µ)-SVM with ν-SVM and robust C-SVM
using the ramp loss. In robust (ν, µ)-SVM, a grid search of the region Λup is used to choose the learning
parameters, ν and µ.

The datasets are presented in Table 3. The datasets are from the mlbench and kernlab libraries
of the R language [38]. The number of positive samples in these datasets is less than or equal to the
number of negative samples. Before running the learning algorithms, we standardized each input
variable to be mean zero and standard deviation one.

Table 3. Test error and standard deviation of robust (ν, µ)-SVM, robust C-SVM and ν-SVM.
The dimension of the input vector, number of training samples, number of test samples and label ratio
of all samples with no outliers are shown for each dataset. Linear and Gaussian kernels were used to
build the classifier in each method. The outlier ratio in the training data ranged from 0% to 15%, and the
test error was evaluated on the non-contaminated test data. The asterisks (*) mean the best result
for a fixed kernel function in each dataset, and the double asterisks (**) mean that the corresponding
method is 5% significant compared with the second best method under a one-sided t-test. The learning
parameters were determined by five-fold cross-validation on the contaminated training data.

Data Outlier
Linear Kernel Gaussian Kernel

Robust
(ν, µ)-SVM

Robust
C-SVM ν-SVM Robust

(ν, µ)-SVM
Robust
C-SVM ν-SVM

Sonar: dim x = 60, 0% 0.258(.032) 0.270(.038) * 0.256(.051) * 0.179(.038) 0.188(0.043) 0.181(0.039)
#Train = 104, 5% * 0.256(0.039) 0.273(0.047) 0.258(0.046) 0.225(0.042) 0.229(0.051) * 0.224(0.061)
#Test = 104, 10% * 0.297(0.060) 0.306(0.067) 0.314(0.060) 0.249(0.059) ** 0.230(0.046) 0.259(0.062)

r = 0.466. 15% * 0.329(0.061) 0.339(0.064) 0.345(0.062) 0.280(0.053) * 0.280(0.050) 0.294(0.064)

BreastCancer: dim x = 10, 0% 0.033(.010) 0.035(0.008) * 0.033(0.006) * 0.032(0.008) 0.035(0.012) 0.033(0.010)
#train = 350, 5% 0.034(0.009) * 0.034(0.010) 0.043(0.015) * 0.032(.005) 0.033(0.007) 0.033(0.006)
#test = 349, 10% 0.055(0.015) * 0.051(0.026) 0.076(0.036) ** 0.035(0.008) 0.043(0.025) 0.038(0.008)

r = 0.345 15% 0.136(0.058) * 0.120(0.050) 0.148(0.058) 0.160(0.083) * 0.145(0.070) 0.150(0.110)

PimaIndiansDiabetes: 0% 0.237(0.018) * 0.232(0.014) 0.246(0.018) * 0.238(0.021) 0.240(0.019) 0.243(0.022)
dim x = 8, #train = 384, 5% 0.239(0.019) * 0.237(0.016) 0.269(0.036) * 0.264(0.025) 0.267(0.024) 0.273(0.024)

#test = 384, 10% ** 0.280(0.046) 0.299(0.042) 0.330(0.030) 0.302(0.039) * 0.293(0.036) 0.315(0.038)
r = 0.349 15% ** 0.338(0.042) 0.349(0.030) 0.351(0.026) * 0.344(0.028) 0.344(0.031) 0.353(0.016)

spam: dim x = 57, 0% 0.083(0.005) 0.088(0.006) *0.083(0.005) 0.081(0.005) 0.086(0.006) * 0.081(0.006)
#train = 1000, 5% ** 0.094(0.008) 0.104(0.013) 0.109(0.010) 0.095(0.008) 0.097(0.009) * 0.095(0.008)
#test = 3601, 10% ** 0.129(0.022) 0.152(0.020) 0.166(0.067) * 0.129(0.015) 0.133(0.017) 0.141(.030)

r = 0.394 15% ** 0.201(0.029) 0.240(0.030) 0.256(0.091) ** 0.206(0.018) 0.223(0.030) 0.240(0.055)

Satellite: dim x = 36, 0% 0.097(0.004) 0.096(0.003) ** 0.094(0.003) 0.069(0.031) 0.067(0.004) ** 0.063(0.004)
#train = 2000, 5% 0.101(0.003) * 0.100(0.005) 0.100(0.004) *0.072(0.015) 0.078(0.007) 0.078(0.043)

#test = 4435, r = 0.234 10% ** 0.148(0.020) 0.161(0.026) 0.161(0.019) *0.117(0.034) 0.126(0.040) 0.137(0.027)

We randomly split the dataset into training and test sets. To evaluate the robustness, the training
data were contaminated by outliers. More precisely, we randomly chose positive labeled samples in
the training data and changed their labels to negative; i.e., we added outliers by flipping the labels.
After that, robust (ν, µ)-SVM, robust C-SVM using the ramp loss and the standard ν-SVM were used
to obtain classifiers from the contaminated training dataset. The prediction accuracy of each classifier
was evaluated over test data that had no outliers. Linear and Gaussian kernels were employed for each
learning algorithm. The learning parameters, such as µ, ν and C, were determined by conducting a grid
search based on five-fold cross-validation over the training data. For robust (ν, µ)-SVM, the parameter
(µ, ν) was selected from the admissible region Λup in (16). For standard ν-SVM, the candidate of the
regularization parameter ν was selected from the interval (0, 2r′), where r′ is the label ratio of the
contaminated training data. For robust C-SVM, the regularization parameter C was selected from
the interval [10−7, 107]. In the grid search of the parameters, 24 or 25 candidates were examined for
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each learning method. Thus, we needed to solve convex or non-convex optimization problems more
than 24× 5 times in order to obtain a classifier. The above process was repeated 30 times, and the
average test error was calculated.

The results are presented in Table 3. For non-contaminated training data, robust (ν, µ)-SVM
and robust C-SVM were comparable to the standard ν-SVM. When the outlier ratio is high, we can
conclude that robust (ν, µ)-SVM and robust C-SVM tend to work better than the standard ν-SVM.
In this experiment, the kernel function does not affect the relative prediction performance of these
learning methods. In large datasets, such as spam and Satellite, robust (ν, µ)-SVM tends to outperform
robust C-SVM. When the learning parameters, such as ν, µ and C, are appropriately chosen by using a
large dataset, the learning algorithms with multiple learning parameters clearly work better than those
with a single learning parameter. In addition, in robust C-SVM, there is a difficulty in choosing the
regularization parameter. Indeed, the parameter C does not have a clear meaning, and thus, it is not so
easy to determine its candidates in the grid search optimization. In contrast, ν in ν-SVM and its robust
variant has a clear meaning, i.e., a lower bound of the ratio of support vectors and an upper bound of
the margin error on the training data [5]. Such a clear meaning is helpful for choosing candidate points
of regularization parameters.

7. Concluding Remarks

We have investigated the breakdown point of robust variants of SVMs. The theoretical analysis
provides inequalities of learning parameters, ν and µ, in robust (ν, µ)-SVM that guarantee the
robustness of the learning algorithm. Numerical experiments showed that the inequalities are critical
to obtaining a robust classifier. The exact evaluation of the breakdown point for robust (ν, µ)-SVM
enables us to restrict the range of the learning parameters and to increase the chance of finding a robust
classifier with good performance for the same computational cost.

In our paper, the dual representation of robust SVMs is applied to the calculation of the breakdown
point. Theoretical analysis using the dual representation can be a powerful tool for the detailed analysis
of other learning algorithms.

On the theoretical side, it is interesting to establish the relationship between the robustness,
say breakdown point, and the convergence speed of learning algorithms, as presented for the
parametric inference in mathematical statistics [34] (Chapter 2.4). Furthermore, it is important to
determine the optimal parameter choice of (ν, µ) in robust (ν, µ)-SVM as an extension of the parameter
choice for ν-SVM [39]. Another important issue is to develop efficient optimization algorithms.
Although the DC algorithm [12,27] and convex relaxation [14,17] are promising methods, more
scalable algorithms will be required to deal with massive datasets that are often contaminated by
outliers. Recently, a computationally-efficient algorithm, called iteratively weighted SVM (IWSVM),
was developed to solve optimization problems in the robust C-SVM and its variants [40]. Moreover, a
fixed point of IWSVM is assured to be a local optimal solution obtained by the DC algorithm. It will be
worthwhile to investigate the applicability of IWSVM to robust (ν, µ)-SVM.
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Appendix A. Proof of Theorem 1

The proof is decomposed into two lemmas. Lemma A1 shows that Condition (i) is sufficient for
Condition (ii), and Lemma A2 shows that Condition (ii) does not hold if Inequality (14) is violated.
For the dataset D = {(xi, yi) : i ∈ [m]}, let I+ and I− be the index sets defined as I± = {i : yi = ±1}.
When the parameter µ is equal to zero, the theorem holds according to the argument on the standard
ν-SVM [29]. Below, we assume µ > 0.

Lemma A1. Under the assumptions of Theorem 1, Condition (i) leads to Condition (ii).

Proof of Lemma A1. We will show that Vη [ν, µ; D′] is not empty for any D′ ∈ Dµm. For a contaminated
dataset D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm, let us define Ĩ+ ⊂ I+ as an index set, such that the sample
(xi, yi) ∈ D for i ∈ Ĩ+ is replaced with (x′i , y′i) ∈ D′ as an outlier. In the same way, Ĩ− ⊂ I− is defined
for negative samples in D. Therefore, for any index i in I+ \ Ĩ+ or I− \ Ĩ−, we have (xi, yi) = (x′i , y′i).
The assumptions of the theorem ensure | Ĩ+|+ | Ĩ−| ≤ µm. Let us define Jη,+ = {i ∈ I+ \ Ĩ+ : ηi = 1}
and Jη,− = {i ∈ I− \ Ĩ− : ηi = 1}. These sets are not empty. Indeed, we have:

|Jη,+| ≥ m+ −mµ−mµ ≥ (ν− µ)m
2

> 0, (A1)

where Condition (i) in Theorem 1 is used in the second inequality. Likewise, we have |Jη,−| > 0.
We define two points inH as:

fη,+ =
1
|Jη,+| ∑

i∈Jη,+

k(·, x′i) =
1
|Jη,+| ∑

i∈Jη,+

k(·, xi),

fη,− =
1
|Jη,−| ∑

i∈Jη,−
k(·, x′i) =

1
|Jη,−| ∑

i∈Jη,−
k(·, xi).

Then, we have:

fη,+ ∈ U+
η [ν, µ; D′] ∩ conv{k(·, xi) : i ∈ I+},

fη,− ∈ U−η [ν, µ; D′] ∩ conv{k(·, xi) : i ∈ I−}.

Because 1/|Jη,+| and 1/|Jη,−| are both less than or equal to 2
(ν−µ)m due to (A1), ηi = 1 holds for

all i ∈ Jη,+ ∪ Jη,−.
Now, let us prove the inequality,

sup
D′∈Dµm

max
η∈Eµ

inf
f∈Vη [ν,µ;D′ ]

‖ f ‖2
H < ∞. (A2)

The above argument leads to:

min
f∈Vη [ν,µ;D′ ]

‖ f ‖2
H ≤ ‖ fη,+ − fη,−‖2

H

for any η ∈ Eµ. Let us define:

C[D] = conv{k(·, xi) : i ∈ I+} 	 conv{k(·, xi) : i ∈ I−}

for the original dataset D. Then, we obtain:
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opt(ν, µ; D′) = max
η∈Eµ

min
f∈Vη [ν,µ;D′ ]

‖ f ‖2
H

≤ max
η∈Eµ

‖ fη,+ − fη,−‖2
H

≤ max
η∈Eµ

max
f∈C[D]

‖ f ‖2
H

= max
f∈C[D]

‖ f ‖2
H

≤ 4 max
i∈[m]

k(xi, xi) < ∞. (triangle inequality)

The upper bound does not depend on the contaminated dataset D′ ∈ Dµm. Thus, the
inequality (A2) holds.

Lemma A2. Under the condition of Theorem 1, we assume ν− µ > 2(r− 2µ). Then, we have:

sup{opt(ν, µ; D′) : D′ ∈ Dµm} = ∞.

Proof of Lemma A2. We will use the same notation as in the proof of Lemma A1. Without loss of
generality, we can assume r = |I−|/m. We will prove that there exists a feasible parameter η′ ∈ Eµ

and a contaminated training set D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm such that U−η′ [ν, µ; D′] becomes

empty. The construction of the dataset D′ is illustrated in Figure A1. Suppose that | Ĩ+| = 0 and
| Ĩ−| = µm and that y′i = +1 holds for all i ∈ Ĩ−, meaning that all outliers in D′ are made by flipping
the labels of the negative samples in D. This is possible, because µm < |I−|/2 < |I−| holds. The outlier
indicator η′ = (η′1, . . . , η′m) ∈ Eµ is defined by η′i = 0 for µm samples in I− \ Ĩ−, and η′i = 1 otherwise.
This assignment is possible because |I− \ Ĩ−| = |I−| − µm > µm. Then, we have:

|Jη′ ,−| = |{i ∈ I− \ Ĩ− : η′i = 1}| = |I− \ Ĩ−| − µm = |I−| − 2µm <
(ν− µ)m

2
,

where ν− µ > 2(r− 2µ) is used in the last inequality. In addition, y′i = −1 holds only when i ∈ I− \ Ĩ−.
Therefore, we have U−η′ [ν, µ; D′] = ∅. The infeasibility of the dual problem means that the primal
problem is unbounded or infeasible. In this case, the infeasibility of the primal problem is excluded.
Hence, a contaminated dataset D′ ∈ Dµm and an outlier indicator η′ ∈ Eµ exist such that:

opt(ν, µ; D′) ≥ min
f∈Vη′ [ν,µ;D′ ]

‖ f ‖2
H = ∞

holds.

I+ I−

Ĩ+ = ∅ Ĩ− : yi = −1 #→ y′
i = +1

η′
i = 0

Figure A1. Index sets Ĩ± and value of η′i defined in the proof of Lemma A2.

Appendix B. Proof of Theorem 2

Proof. For a rational number µ ∈ (0, 1/4), there exists an m ∈ N such that µm ∈ N and 2µm + 1 ≤
m− (2µm + 1) hold. For such m, let D = {(xi, yi) : i ∈ [m]} be training data such that |I−| = 2µm + 1
and |I+| = m− (2µm + 1), where the index sets I± are defined in the proof of Appendix A. Since the
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label ratio of D is r = min{|I−|, |I+|}/m = 2µ + 1/m, and we have µ < r/2. For Dµm+1 defined from
D, let D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm+1 be a contaminated dataset of D such that µm + 1 outliers are
made by flipping the labels of the negative samples in D. Thus, there are µm negative samples in D′.
Let us define the outlier indicator η′ = (η′1, . . . , η′m) ∈ Eµ such that η′i = 0 for µm negative samples in
D′. Then, any sample in D′ with η′i = 1 should be a positive one. Hence, we have U−η′ [ν, µ; D′] = ∅.
The infeasibility of the dual problem means that the primal problem is unbounded. Thus, we obtain
opt(ν, µ; D′) = ∞.

Appendix C. Proof of Theorem 3

Let us define fD + bD with fD ∈ H, bD ∈ R as the decision function estimated using robust
(ν, µ)-SVM based on the dataset D.

Proof. The non-contaminated dataset is denoted as D = {(xi, yi) : i ∈ [m]}. For the dataset D, let I+
and I− be the index sets defined by I± = {i : yi = ±1}. Inequality (14) holds under the conditions of
Theorem 3. Given a contaminated dataset D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm−`, let r′i(b) be the negative
margin of fD′ + b, i.e., r′i(b) = −y′i( fD′(x′i) + b) for (x′i , y′i) ∈ D′. For b ∈ R, the function ζ(b) is
defined as:

ζ(b) =
1
m ∑

i∈Tb

r′i(b),

where the index set Tb is defined by the sorted negative margins as follows:

Tb =
{

σ(j) ∈ [m] : µm + 1 ≤ j ≤ νm, r′σ(1)(b) ≥ · · · ≥ r′σ(m)(b)
}

.

The estimated bias term bD′ is a local optimal solution of ζ(b) because of (6). The function ζ(b)
is continuous. In addition, ζ(b) is linear on the interval such that Tb is unchanged. Hence, ζ(b) is
a continuous piecewise linear function. Below, we prove that local optimal solutions of ζ(b) are
uniformly bounded regardless of the contaminated dataset D′ ∈ Dµm−`. To prove the uniform
boundedness, we control the slope of ζ(b).

For the non-contaminated data D, let R be a positive real number such that:

sup{| fD′′(x)| : (x, y) ∈ D, D′′ ∈ Dµm−`} ≤ R.

The existence of R is guaranteed. Indeed, one can choose:

R = sup
D′′∈Dµm−`

‖ fD′′‖H · max
(x,y)∈D

√
k(x, x) < ∞,

because the RKHS norm of fD′′ is uniformly bounded above for D′′ ∈ Dµm−` and D is a finite set.
For the contaminated dataset D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm−`, let us define the index sets I′±, I

′
in,±

and I
′
out,± for each label by:

I′± = {i ∈ [m] : y′i = ±1},
I′in,± = {i ∈ I′± : | fD′(x′i)| ≤ R},

I′out,± = {i ∈ I′± : | fD′(x′i)| > R}.

For any non-contaminated sample (xi, yi) ∈ D, we have | fD′(xi)| ≤ R. Hence, (x′i , y′i) ∈ D′ for
i ∈ I′out,± should be an outlier that is not included in D. This fact leads to:
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|I′out,+|+ |I′out,−| ≤ µm− `,

|I′in,±| ≥ |I±| − (µm− `) ≥ (r− µ)m + `.

On the basis of the argument above, we can prove two propositions:

1. The function ζ(b) is increasing for b > R.
2. The function ζ(b) is decreasing for b < −R.

In addition, for any D′ ∈ Dµm−`, the Lipschitz constant of ζ(b) is greater than or equal to 1/m for
R < |b|.

Let us prove the first statement. If b > R holds, we have:

R− b < min{r′i(b) : i ∈ I′in,−} (A3)

from the definition of the index set I′in,−. Let us consider two cases:

(i) for all i ∈ Tb, R− b < r′i(b) holds and
(ii) there exists an index i ∈ Tb such that r′i(b) ≤ R− b.

For a fixed b such that b > R, let us assume (i) above. Then, for any index i in I′+ ∩ Tb, we have
R < − fD′(x′i), meaning that i ∈ I′out,+. Hence, the size of the set I′+ ∩ Tb is less than or equal to µm− `.
Therefore, the size of the set I′− ∩ Tb is greater than or equal to (ν− µ)m− (µm− `) = (ν− 2µ)m + `.
The first inequality of (15) leads to (ν− 2µ)m + ` > µm− `. Therefore, in the set Tb, the number of
negative samples is more than the number of positive samples.

For a fixed b such that b > R, let us assume (ii) above. Due to the inequality (A3), for any index
i ∈ I′in,−, the negative margin r′i(b) is at the top νm of those ranked in the descending order. Hence,
the size of the set I′− ∩ Tb is greater than or equal to |I′in,−| − µm ≥ (r− 2µ)m. Therefore, the size of the
set I′+ ∩ Tb is less than or equal to (ν− µ)m− (r− 2µ)m = (ν− r + µ)m. The second inequality of (15)
leads to (ν− r + µ)m < (r− 2µ)m. Furthermore, in the case of (ii), the negative label dominates the
positive label in the set Tb.

For negative (resp. positive) samples, the negative margin is expressed as r′i(b) = ui + b (resp.
r′i(b) = ui − b) with a constant ui ∈ R. Thus, the continuous piecewise linear function ζ(b) is
expressed as:

ζ(b) =
cb + b · ab

m
,

where ab, cb ∈ R are constants as long as Tb is unchanged. As proven above, ab is a positive integer,
since negative samples outnumber positive samples in Tb when b > R. As a result, local optimal
solutions of the bias term should satisfy:

sup{bD′ : D′ ∈ Dµm−`} ≤ R.

In the same manner, we can prove the second statement by using the fact that b < −R is a
sufficient condition of:

R + b < min{r′i(b) : i ∈ I′in,+}.

Then, we have:

inf{bD′ : D′ ∈ Dµm−`} ≥ −R.
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In summary, we obtain:

sup{|bD′ | : D′ ∈ Dµm−`} ≤ R < ∞.

Appendix D. Proof of Theorem 4

Proof. We will use the same notation as in the proof of Theorem 3 in Appendix C. Note that
Inequality (14) holds under the assumption of Theorem 4. The reproducing property of the RKHS
inner product yields:

| fD′(x′i)| ≤ ‖ fD′‖H
√

k(x′i , x′i) ≤ sup
D′′∈Dµm

‖ fD′′‖H · sup
x∈X

√
k(x, x) < ∞

for any D′ = {(x′i , y′i) : i ∈ [m]} ∈ Dµm due to the boundedness of the kernel function and
Inequality (14). Hence, for a sufficiently large R ∈ R, the sets I′out,+ and I′out,− become empty for
any D′ ∈ Dµm.

Under Inequality (A3), suppose that R− b < r′i(b) holds for all i ∈ Tb. Then, for i ∈ I′+ ∩ Tb, we
have R < − fD′(x′i). Thus, i ∈ I′out,+ holds. Since I′out,+ is the empty set, I′+ ∩ Tb is also the empty
set. Therefore, Tb has only negative samples. Let us consider the other case; i.e., there exists an index
i ∈ Tb, such that r′i(b) ≤ R− b. Assuming that ν− µ < 2(r − 2µ), we can prove that the negative
labels dominate the positive labels in Tb in the same manner as the proof of Theorem 3. For any
D′ ∈ Dµm, the function ζ(b) is strictly increasing for b > R. In the same way, we can prove that ζ(b) is
strictly decreasing for b < −R. Moreover, for any D′ ∈ Dµm and for |b| > R, one can prove that the
absolute value of the slope of ζ(b) is bounded below by 1/m according to the argument in the proof of
Theorem 3. As a result, we obtain sup{|bD′ | : D′ ∈ Dµm} ≤ R.
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