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Abstract:

 Interference, in wireless networks, is a central phenomenon when multiple uncoordinated links share a common communication medium. The study of the interference channel was initiated by Shannon in 1961 and since then this problem has been thoroughly elaborated at the Information theoretic level but its characterization still remains an open issue. When multiple uncoordinated links share a common medium the effect of interference is a crucial limiting factor for network performance. In this work, using cross layer cooperative communication techniques, we study how to compensate interference in the context of wireless biomedical networks, where many links transferring biomedical or other health related data may be formed and suffer from all other interfering transmissions, to allow successful receptions and improve the overall network performance. We define the interference limited communication range to be the critical communication region around a receiver, with a number of surrounding interfering nodes, within which a successful communication link can be formed. Our results indicate that we can achieve more successful transmissions by adapting the transmission rate and power, to the path loss exponent, and the selected mode of the underline communication technique allowing interference mitigation and when possible lower power consumption and increase achievable transmission rates.




Keywords:


wireless networks; interference modeling; cross layer design; transmission range; transmission rate; wireless biomedical body/personal area networks; mHealth; eHealth








1. Introduction

Recent advances in Information and Communications Technology (ICT) enable the acquisition, transmission and interpretation of different bio-signals, from fixed or mobile locations. This can support better prevention and well-being and provide valuable and prompt diagnostic tools in various application domains, ranging from home care to emergency care, or situations in which a second or a specialist opinion is required before making a clinical decision [1]. Important trends in healthcare include citizen mobility and the consequent shift towards shared or integrated care where the single doctor-patient relationship has evolved to one in which each individual’s healthcare is the responsibility of a team of professionals in a geographically extended healthcare system. In such a new setting, the possibility of collecting clinical information from different points is becoming a common need for citizens and physicians. In this perspective, with focus to the provision of high quality of care, assuring life independency, personalized medicine, the significant new research challenge is the integration of multiple biomedical sensor streams, to extract local and global health-state indicator variables that can be queried and monitored in an unobtrusive way [2].

Wireless biomedical networks serve as the transport mechanism among devices or between devices and traditional backbone networks allowing the transmission of health related information [3]. In this type of networking environment wireless sensing and communication technologies are used to allow acquisition of various bio-signals for subsequent monitoring and analysis [4]. Biomedical body/personal wireless sensor networks have been extensively applied in remote health monitoring and patient care [5,6] allowing wireless, wearable or implanted vital sign sensors to be continuously sampled, such as EEG [7], ECG, SpO2, weight, blood pressure, heart rate[8], etc. Although such kinds of networks share many similar properties with general-purpose wireless networks, many domain specific challenges (related to power consumption, transmission range, high degree of reliability, security, etc.) have emerged with respect to specific application domain requirements [9]. A review of applications in healthcare that use wireless biomedical networks and related issues and challenges including interference effect on the network performance is presented in [10]. Today, wireless biomedical communication technologies empower the development of new applications and services to improve the quality of medical care provided to the citizens through ubiquitous healthcare environments [5,6,11,12] raising two crucial issues: (a) RF transmissions can cause electromagnetic interference among biomedical devices, which could as a result critically malfunction or conclude with unsuccessful transmission [13] and (b) different types of electronic health (e-Health) applications and services require different quality of service support [14,15]. It is thus evident that current advances in wireless communication technologies are transforming the delivery of health care. The emphasis is towards personalized and pervasive mobile monitoring focusing on the development of innovative health services to empower individuals in well-being and disease prevention, as well as chronic disease management [16]. These services use a wide range of wireless medical devices and sensors and wireless telecommunication infrastructures to allow ubiquitous remote biomedical monitoring [17–20].

The objective of this work is to present an in-depth analysis of how cross layer techniques can be used in the design and study of wireless biomedical networks. More specifically, we study how, by adapting various parameters of the telecommunication system, we can: (i) allow more concurrent transmissions; (ii) minimize interference; (iii) enhance network throughput; (iv) maximize individual link data rates; and (v) optimally utilize network resources for all competing transmissions. We present our theoretical analysis and simulation results taking into account the number of interfering nodes, and networking parameters of the underline telecommunication system. We investigate how a medium access mechanism, using cross layer cooperative communication techniques [21], can be used for interference compensation at a receiving node from all other interfering transmissions in range and allow successful reception of the signal of interest and thus improve the overall network performance in a seamless and cooperative way to allow different types of health related services and data to be successfully transferred through the wireless medium.

Most state-of-the-art systems deal with interference in one of the following two ways, even though both of them might be sub-optimal, either: (a) orthogonalize the communication links in time or frequency so that they do not interfere with each other at all; or (b) allow communication links to share the same degrees of freedom, but treat each other’s interference as adding to the noise floor. The first approach entails an a priori loss of degrees of freedom in both links, no matter how weak the potential interference is. The second approach treats interference as noise, while it actually carries information and has structure that can potentially be exploited in mitigating its effect. These considerations lead to the natural question of what is the best performance one can achieve without making any a priori assumptions on how the common resource is shared.

A basic information theory model to study this question is the two-user Gaussian interference channel, where two point-to-point links with additive white Gaussian noise interfere with each other. Recent work on the interference channel [22] has shown the frontiers for the achievable rate regions for a n-user interference channel determining the shape and size of the rate regions. The usual assumptions in previous works lies in the fact that interference is considered as additional noise and that the maximum achievable rate depends logarithmically on the Signal to Interference and Noise Ratio (SINR). The exact calculation of the interference in a wireless ad hoc network is a difficult task even when special algorithms are used to share information of power and distances among network nodes.

Many known studies try to model and calculate interference levels for a wireless multi-hop ad hoc network, taking into account the number of nodes, density of nodes, radio propagation, predefined position of interfering nodes and the amount of relay traffic [23–25]. The two-user interference channel stability region has been studied in [26] using stochastic dominance techniques also considering the case that each receiver treats interference as Gaussian noise or by employing successive interference cancelation. The work presented in [27] characterizes the capacity region for the two-user Gaussian interference channel within one bit showing that, treating interference as noise, achieves the sum capacity of the two-user Gaussian interference channel in low-interference. Further studies shows that under specific conditions two strongly interfering communication links with additive white Gaussian noise can achieve rates as high as would be achievable without this interference [28]. In [29] upper and lower capacity order-bounds are derived using the concept of the exclusion region to limit interference caused to the receiver. It is shown that the network capacity decreases when the size of the exclusion region (a region around each receiver such that nodes inside it are not allowed to transmit) increases. In [30], the size of the exclusion region is studied, for which an optimal size that maximizes capacity is suggested and is shown to depend on the density of the network nodes.

Our goal, in this work, is to control the amount of interference experienced by receivers and, in certain cases, to enforce concurrent transmissions, in order to maximize network performance by tightly coupling both physical and medium access layers. We examine a simplified wireless telecommunication system, which is used as the medium to transmit biomedical data, where randomly distributed networking nodes use a specific modulation scheme with a specific Bit-Error-Rate (BER) and a constant bandwidth assuming the absence of any error control coding or any multiuser decoding scheme or any cooperation between transmitters and/or receivers. This model reflects the situation of multiple low power/low complexity communication networks such as sensor networks, suitable to work in a networking biotelemetry system, and it enables us to make observations, with practical significance, for the operation of these networks. We study how interference, separation distance, power and rate adaptation, for biomedical telemetry wireless communications, can allow concurrent transmissions, enhance network capacity by maximizing, when possible, individual link data rates, minimize transfer time of a data packet and allow the best possible usage of network’s resources for all competing transmissions. Higher transmission rates can be achieved with higher levels of modulation (M-ary modulation), but higher transmission power is required to maintain acceptable bit error rate performance. If the total amount of interference at a receiver, during a reception of a packet, is high the network layer should decrease the transmission rate and/or increase the power to cope with it.

This paper is organized as follows: first we present related work and the problem of wireless interference environments where many biomedical nodes share a common communication medium. In the following section we present our system model and the application scenario for our study. More specifically, we define an interference limited communication region around a receiver, exhibiting a large number of surrounding interfering transmission, within which a successful communication link can be formed. In Section 3, we present our results obtained from simulations that show the accuracy of our proposed model for the estimation of the interference and of the interference limited communication range, even when we relax our assumption on the receiver’s position at the center of the networking area. In addition we present how interference levels and the interference limited communication range values are affected by the number of the surrounding interfering transmitters, the path loss exponent and most importantly on the selected mode and rate of operation. Section 4 concludes this paper.



2. System Model

In this section, we describe the application scenario for biomedical telemetry wireless body/personal area networks. In our scenario the wireless biomedical networking ecosystem is formed by a collection of biomedical sensors, control/sink nodes and gateways (Figure 1). We assume that all medical related sensors are “light” in terms of computational resources and capable for wireless transmission of acquired medical data. These sensors are competing to gain access to a common medium and to transmit their data to a control/sink node forming wireless body/personal area networks. In the general case of our model we can easily assume that many such networks can co-exist in the same vicinity and thus we may have many competing transmission links operating simultaneously (from the same or different body/area personal networks).

Figure 1. Biomedical wireless network: application scenario.
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The interference channel thus arises naturally in this situation and interference mitigation becomes critical for optimum network performance. In our previous work we compared the performance of a simplified network and found special cases of improvements in performance with transmission links operating concurrently [31].

In this study we use the Gaussian interference channel, where two point-to-point links with additive white Gaussian noise (AWGN) interfere with each other but in a more general setting where the interference channel refers to a network consisting of a number of transmitting and receiving nodes. A one to one correspondence between senders and receivers exists and each transmitter communicates only with its corresponding receiver, and each receiver is only interested in decoding the information from its corresponding transmitter. When many transmitter—receiver pairs share a wireless channel (common medium), each transmission is affected from the interference caused by all the other links and at the same time interferes with the operation of all other active links.

The network layer must be able to sense the amount of interference at a receiver, during the reception of a packet, and cope with it using power and/or rate adaptation (transmission rate adaptation can help maximize channel usage and power control can help lower the power consumption and interference). This can be accomplished using the Signal to Interference plus Noise Ratio (SINR) a performance metric that measures the ratio of the received signal power to the power of the undesired signals in the receiver. We calculate the Signal-to-Interference-plus-Noise ratio (SINR) at each receiver as the ratio of the power of the signal of interest (meaningful information of a link) to the combined power of the additive white Gaussian noise and the interference caused by the other active transmissions in range. Thus: [image: there is no content], where Gij is the path loss from transmitter j to receiver i and is equal to [image: there is no content], where λ is the wavelength, α is the path loss exponent and has typical values from 2 to 5, d(i,j) is the distance between nodes i and j, and Pi is the transmitted power. White Gaussian noise is denoted as ni. Another way of looking at the definition of the SINR, is to combine the transmission power of each transmitter with the quantity (λ/4π)2 and consider Pi as the transmitted power at the distance of 1 meter and [image: there is no content]. The product of PiGii is the received power of interest for the signal for interest and ∑j≠i PjGij is the total interfering power of all other transmissions received at the receiver i. In the general case Gij could be formulated to include fading effects, in this case it would have the expression [image: there is no content], where f(i,j) is the fading coefficient (a non-negative random variable).

A specific transmission i over a wireless link is considered successful when condition (1), known as the SINR criterion, is true for a given threshold value γ(i) and for a positive vector P = (P1, …, Pk) of transmission powers.
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(1)




For each transmission link i, the value of the SINR threshold γ(i) depends on many design parameters and properties of the telecommunication system, such as the target BER, the modulation scheme, the error correction coding employed and the desired transmission bit-rate for each link. A set of simultaneous transmissions is considered successful when condition in Equation (1) is true for all the transmissions of this set. Given the telecommunication system and the application specific characteristics, each transmission might require different values for the SINR threshold γ for successful communication.

In this section we study the interference exhibited at the center of a circular networking area when interfering nodes (with equal transmitting power) are randomly distributed. Going a step further from previous works, we define the interference limited communication range (dILR) regions for biomedical body/personal area networks to be the critical communication region around a receiver, surrounded by a large number of randomly placed interfering nodes, within which if a transmitter is present, a successful communication link can be established. The value of dILR, as we will show, depends on a number of parameters: the number and the density of the surrounding interfering transmitters, the exclusion region around each receiver, the interference power level, and most importantly the selected transmission rate and mode of operation of the receiver.

We illustrate the generalized concept in Figure 1. The receivers of interest (pentagons) are placed at the center of the networking area, for each wireless body area network, around which many interfering transmitters are randomly deployed, belonging to the same or different wireless body/personal area networks. Given the amount of interference exhibited at the receiver’s site the interference limited communication range dILR is shown (the light green shaded disk). In this example the receiver acting as control/sink node in WBAN 1 experiences interference from all other transmitters deployed in the same vicinity (even if they belong to the same or different WBAN) transmitting simultaneously in the same channel. At the same time all the transmitters/sensors of WBAN 1 are causing interference to all other receivers. So only a portion of the sensors in WBAN 1 will be able to successfully transmit their data to the receiver of interest. These transmitters (colored circles) are located within this critical region dILR (shaded light green area around each receiver) inside which they can successfully communicate with the receiver of interest despite all the other interfering transmissions. The sensors/node that are not able to communicate are shown with uncolored dotted circles.

In the proposed model we make the approximation that interference behaves like white Gaussian noise which is equivalent to the applicability of the SINR criterion, and is equal to the sum of the received power, from all active transmitters Ii = (∑j≠i PjGij), at the receiver of interest i. Pj is the transmitted power and the path loss from transmitter j to receiver i is [image: there is no content], where λ is the wavelength, a is the path loss exponent and has typical values from 2 to 5 and d(i,j) is the distance between nodes i and j. In the following sections we describe our approach for interference modeling when the transmitting nodes are positioned within the networking area using a random uniform distribution.

We assume, as illustrated in Figure 2, that a receiver of interest is placed at the center of each circular area and Nt transmitters-from all other wireless body/personal area networks, with equal transmission powers P, are placed randomly with uniform distribution inside an area bounded by the circles with radius rmax and rmin (rmin is the radius of the exclusion region around the receiver where no transmitters are allowed to operate).

Figure 2. Uniform random node placement. Receiver at the center of the networking area.
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Inside the ring from r to r + dr there are on average [image: there is no content] transmitters causing interference with power equal to:
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(2)




The total mean interference at the center of the circle then would be equal to:
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(3)




In [32] the authors performed a survey on wireless body communication and have found that the estimation of path loss exponent for body area wireless communication has be shown to be between 3 and 4, or in non-line-of-site situations the measured range is between 5 and 6. In a similar work in [33] the derived data are shown to be around 2.4 to 2.57 and 3.1 to 3.9. In our work thus to cover the general case we distinguish two different cases, for the calculation of the integral, depending on the path loss exponent a both of which we analyze below.

For path loss exponent a equal to 2 we get:
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(4)




where for rmax ≫ rmin we have [image: there is no content], that is the interference has a strong dependence on rmax (and consequently on the transmitter density [image: there is no content]) and a much weaker (logarithmic) dependence on rmin (the size of the exclusion region).

For path loss exponent a greater than 2 we get:
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(5)




where for rmax ≫ rmin we have: [image: there is no content], the interference has a strong dependence on rmax (and consequently on the transmitter density [image: there is no content]) and polynomial dependence on rmin.

We distinguish two different cases, which are described below for realistic “real-world” links and Shannon capacity links.


2.1. Wireless System with Real-World Links

We consider the receiver at the center of the circular area to be part of a wireless network with “real-world” links that use a specific modulation scheme, a specific target BER and constant bandwidth. We assume the absence of any error control coding or any multiuser decoding scheme or any cooperation between transmitters and/or receivers and make the approximation that the interference behaves like white Gaussian noise, which combined with the thermal noise results in a combined total noise power spectral density N0/2 in bandwidth BW. In this case there is a linear relationship between the achieved rate and the Signal to Interference plus Noise Ratio (SINR). We assume that the system’s bandwidth does not depend on the symbol duration of either the desired signal or the interfering signals. Thus the total power spectral density would be: [image: there is no content] (where Pint and Pnoise is the total power of interference and surrounding thermal noise respectively) and the energy per symbol for a link would be equal to Es = PiGii/Rs which results in an energy per symbol to interference-plus-noise density ratio equal to: [image: there is no content]. As explained before if the SINR criterion is true for a given threshold value γ communication will be successful, and using the formulation from above we have: [image: there is no content], where the white Gaussian noise is denoted by ni and k = log2M is the number of bits per symbol. The transmission bit rate is given by Rb = k·Rs and the values for the Es/N0 can be found from the Symbol Error Rate (SER) or BER requirements. Based on the interference calculation, as presented earlier, and assuming that (i) all transmitters in the area operate with transmission power P and that (ii) the interference power is much larger than the background noise (I ≫ n), we see that the “interference limited communication range” dILR, as defined above, is given by:
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(6)




Again we distinguish two cases:
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(7)(8)




In Figure 3 we see that the theoretical value of the dILR is a decreasing function of the number of interfering nodes and asymptotically falls to zero. When we have a high value for the path loss exponent (a > 2), we see that we obtain lower values for the dILR, when the number of transmitting nodes is relatively small. As Nt increases, the rate of convergence of dILR to zero is: [image: there is no content] for a = 2 and [image: there is no content] for a > 2.

Figure 3. Interference limited communication range (rmax = 100 m).
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2.2. Wireless System with Shannon Capacity Links

If the receiver of interest is part of a wireless network with Shannon capacity links, then Rb = BW · W i2(1 + γ) and thus the SINR threshold γ, for Rb is equal to is [image: there is no content]. Therefore the criterion for successful communication is: [image: there is no content]. Following the analysis presented before, and taking into account the interference calculations and the criterion for successful communication in this case the interference limited communication region is given by:
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(9)




We distinguish two cases:
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(10)(11)




Figure 4 shows that the dILR has the same behavior as before (Figure 3) but its values are much higher (as expected because of the much better performance of the link). For small number of transmitters the dILR with a = 2 is larger than the dILR with a > 2. The rate of convergence to zero is the same as before.

Figure 4. Interference limited communication range for Shannon capacity link.
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3. Results and Discussion

In order to validate our theoretical estimations, for the computation of the interference values and the interference limited communication range, we implemented extensive Monte-Carlo simulations [34] using the network model presented above. The parameters for our simulation are chosen to reflect the description of our system model (Figure 1) for a general-purpose wireless biomedical network used as the medium to transfer different bio-signals. In this scenario we may have many biomedical sensors, control/sink nodes and gateways each one operating in proximity of each other forming different wireless body/personal area networks.


3.1. Interference Measurements

Our interference simulation experiments are presented in Figure 5. We compare our simulation results with the theoretical values calculated using Equations (4) and (5). The number of the interfering nodes increases from 1 to 100. All nodes are randomly placed (using uniform distribution) inside a circular area bounded by the circles with rmin and rmax = 100 m. The receiver of interest is positioned at the center of the area where the highest amount of interference is exhibited. The transmission power is assumed the same for all transmitting nodes and is equal to 1mW. In the simulations we calculate the distance of each transmitting node from the center of the networking area where the receiver of interest is located. Path losses due to fading and shadowing are not considered. The path loss exponent a varies from 2 (free space) to 4 [35]. The channel bandwidth is assumed constant and equal to 107Hz and all transmitting nodes employ a BPSK modulation scheme (thus k in Equations (7) and (8) is equal to 1).

Figure 5. Interference power comparison for (a) different path loss exponents; and (b) different rmin.
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The results from the proposed theoretical model are in a very good agreement with the values of the mean interference levels obtained by simulations. Figure 5a shows the effect of the path loss exponent on interference and Figure 5b shows the effect of rmin (the distance around the receiver where a transmitter cannot be placed, i.e., the exclusion region). As expected a higher value for the path loss exponent results in lower levels of interference, and a larger rmin leads to lower interference.

In Figure 6, we present the mean interference levels, using simulations, for path loss exponent equal to 2 and 4 (plot (a) and plot (b), respectively) when we relax our assumption on the receiver’s position and assume that it is placed at distance (x) from the center of the networking area, where the offset x ∈ [0, rmax]. When a receiver is close to the borders of the networking area the interference level decreases. This given that the number of the nearby interfering transmitters decreases near the borders, is natural since the separation distance of interfering transmitters becomes larger than rmax and thus their interference diminishes.

Figure 6. Calculated interference at the center (black line) vs. simulation results (light blue lines) for different offset positions of the receiving node (rmax = 100 m, path loss exponent a = 2 (a) and 4 (b), rmin = ranges from 0.4 to 2 m).
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The difference, between the interference levels at the center of the networking area, calculated with Equations (4) and (5), and at a quite large offset from the center is remarkably small as is evident in Figure 6. In fact the approximation is quite good with even a 60% or 70% (for a = 2) and 90% (for a = 4) offset from the center of the circle.

The interference level on the border of the circular area (100% offset) is approximately half of the level at the center. Therefore we can assume that, for the largest part of the networking area, the interference level as given by Equations (4) and (5) is a quite accurate approximation. The same holds true for the values of the dILR, given by Equations (7) and (8). If more accuracy is desired it is possible to calculate the interference at any offset (x) using the method described in [24], but in this case a much more complicated analysis would be required.



3.2. Interference Limited Communication Range Regions

In this section we present our simulation results for the dILR which is the maximum distance from which a transmitter can successfully send data to the centrally positioned receiver with a specific rate. We compare our simulation results with the results from calculations based on the theoretical analysis presented previously.

Figure 7 illustrates, the mean interference limited communication range with the confidence intervals (standard deviation) versus the number of interfering nodes, using different transmission data rates, rmin = 0.4 m and path loss exponent equal to 2 and 4 in plots (a) and (b) respectively. By adapting the transmission rate (lowering in this case) we can control the size of the region (enlarge it) and allow more transmitters to be able to successfully communicate with the receiver of interest. This result implies that we can use an upper layer communication parameter to easily adapt (using the proposed method) to the experienced interference. The theoretical and simulation results are in better agreement as the number of interfering nodes increases. We can see that using a higher path loss exponent assumption reveals how much the exhibited interference affect communication and that is the reason that the region is restricted to smaller sizes. We observe (Figure 7) that the theoretical calculations give a lower value (worst case scenario) but are within the deviation interval of the simulation results, for a = 2 (plot (a)), but not for a = 4 (plot (b)). The reason of this discrepancy lies in the way we use the interference measurements to calculate dILR.

Figure 7. dILR for different transmission rates. Comparison of simulation and theoretical results.
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A different approach for measuring the value of dILR, is to first measure the mean interference level, repeating the experiment (random placement of transmitting nodes) a large number of times, and then compute the dILR using this mean value of interference. In this case (Figure 8) the results are in accordance with the ones found from the theoretical calculations. This corresponds to a situation where a receiving node monitors the varying (due to changes in the network) interference for a period of time and calculates the mean interference levels in order to find the dILR.

Figure 8. dILR values calculated using the mean interference value found by Monte-Carlo simulations. Plots (a) and (b) are derived using different transmission rate. Comparison of simulation and theoretical results.
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In the final set of simulations the procedure described at the beginning of this section is employed (we measure the value of the dILR for each placement of the transmitting nodes and then calculate its mean value).

Changing the distance rmin (exclusion region) the interference limited communication range is not significantly affected, as shown in Figure 9. As was noted before, for a higher path loss exponent there is a discrepancy between the simulation and calculation results for the dILR, which is reduced as the number of interfering nodes increases. This agrees with the results presented in [24] where it is noted that for small number of interfering nodes the theoretical and simulation results don’t seem to converge. In the same figure we can see that for path loss exponent a = 4 the calculated dILR values are smaller than those for a = 2.

Figure 9. dILR for different rmin and different path loss exponent values.
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Finally, we compare the calculated values of the mean interference limited communication region and the results from our simulations, for path loss exponent equal to 2 and 4, Figure 10 plots (a) and (b) respectively, when we relax our assumption on the receiver’s position and assume a specific offset x from the center of the networking area, where x ∈ [0, rmax], as we have done previously for the interference study. We can see that when the receiving node moves to the border of the networking area the value of the dILR is increasing (since the interference is decreasing), but it remains very close to its value at the center for a 60% or 70% (for a = 2) and for a 80% or 90% (for a = 4) offset from the center of the circle. The calculated values (black line) are always smaller than the simulation results; that is, they correspond to a worst-case scenario.

Figure 10. Mean dILR values calculated (black line) vs. simulation results (light blue lines) for path loss exponent a equal to 2, plot (a), and equal to 4, plot (b), for different positions of the receiving node (rmax = 100 m, and rmin=ranges from 0.4 to 2 m).
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4. Conclusions

Interference suppression in biomedical wireless medical networks is a critical issue that would allow successful and reliable communication in critical medical data networking environments. In this paper we presented a detailed analysis on interference calculation for a receiving node placed in the vicinity of the center of a networking area when interfering transmitters are randomly placed around it using a uniform distribution. Our results indicate ways to compensate the degree of interference exhibited in each receiver with respect to network topology, transmission rate and individual maximum power constrains of each transmitter. The presented theoretical analysis provides a very good approximation of the mean interference found via simulations. We extended previous works by introducing the interference limited communication range (dILR) as the critical region around a receiver within which a transmitter, despite the presence of the other interfering nodes, can successfully send its data to the receiver of interest with a specific rate. We verified our results with simulations and presented the rate of convergence of the interference-limited region for wireless biomedical networks. Finally, we validated the accuracy of our model even when we relax our assumptions on the receiver’s position in respect with the interfering transmitters. No matter the receiver’s position, within a wireless biomedical area network, our model remains valid.
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