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Abstract: Social media platforms have allowed many people to publicly express and disseminate
their opinions. A topic of considerable interest among researchers is the impact of social media on
predicting the stock market. Positive or negative feedback about a company or service can potentially
impact its stock price. Nevertheless, the prediction of stock market movement using sentiment
analysis (SA) encounters hurdles stemming from the imprecisions observed in SA techniques demon-
strated in prior studies, which overlook the uncertainty inherent in the data and consequently directly
undermine the credibility of stock market indicators. In this paper, we proposed a novel model to
enhance the prediction of stock market movements using SA by improving the process of SA using
neutrosophic logic (NL), which accurately classifies tweets by handling uncertain and indeterminate
data. For the prediction model, we use the result of sentiment analysis and historical stock market
data as input for a deep learning algorithm called long short-term memory (LSTM) to predict the
stock movement after a specific number of days. The results of this study demonstrated a predictive
accuracy that surpasses the accuracy rate of previous studies in predicting stock price fluctuations
when using the same dataset.
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1. Introduction

Predicting the stock market is an intricate challenge for investors, financial analysts,
and researchers owing to its pivotal role in the global economy and its profound influence
on individuals’ lives [1,2]. Consequently, researchers have made extensive endeavors to
improve stock market prediction through the utilization of various theories and employing
machine learning methods or statistical modeling relying on diverse data sources [3]. The
majority of previous studies have primarily relied on utilizing historical stock market data
from platforms like Yahoo Finance. However, this approach poses significant limitations
and shortcomings. It often fails to incorporate crucial hidden factors such as economic
indicators, political events, investor sentiment, and market psychology [4,5]. As a result,
this approach has exhibited considerable inaccuracy when attempting to forecast stock
prices [6]. Thus, it is crucial to consider a wider range of factors and integrate alterna-
tive data sources such as Facebook, Twitter, now known as X, and news to improve the
performance of stock market predictions [2].

Recently, the pervasive adoption of social media has facilitated the widespread dissem-
ination of user experiences and feedback. This emerging trend has prompted researchers
to investigate the utilization of social media as a valuable source for analyzing human
sentiment concerning stock prices and capturing public opinions regarding specific compa-
nies or organizations. The incorporation of social media data into predictive models offers
promising prospects for enhancing the accuracy and efficacy of stock market predictions [7].
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Several research studies have primarily concentrated on examining the influence of
sentiment analysis (SA) on stock market forecasting. However, these studies often over-
look the presence of uncertainty or indeterminate data, which can significantly impact the
accuracy of SA results. Neglecting such uncertainties can consequently affect the reliability
and effectiveness of stock market predictions [8]. The neutrosophic concept, representing a
broader perspective of fuzzy logic [9], has been introduced to tackle uncertainty and inde-
terminacy. It revolves around three membership functions, namely truth, indeterminacy,
and falsity. These functions play a crucial role in representing and analyzing ambiguous
and uncertain information [10,11].

1.1. Problem Statement

The financial market is an extremely complex domain, with the primary objective of
accurately predicting stock movements. This precision is of the utmost importance as it
directly influences the confidence of investors in their critical decisions regarding buying,
holding, or selling stocks amid the inherent risks in the market. Predicting stock price
movements remains a challenge despite extensive research efforts in forecasting using
historical data and social media data reflecting user opinions about stocks and companies.
However, it often lacks challenges, especially regarding the uncertainty in social media
data, particularly the use of ambiguous words and multiple meanings. The presence of
uncertainty in the data results in an inaccurate classification of the tweets, consequently
leading to an inaccurate predictive model.

1.2. Motivation

The ability to accurately predict stock market movements has enormous benefits for
investors and financial institutions. It can guide the investment decision-making process
regarding buying or selling shares in response to price fluctuations. This can, in addition to
reducing risk, promote financial stability and market efficiency. The stock market exhibits
considerable volatility as it is influenced by various factors, including the impact of opinions
and perceptions expressed on social media by users. However, one of the challenges of
using social media is that data are sometimes uncertain and ambiguous. This motivates
our research, which aims to improve stock movement prediction results by improving
sentiment analysis results to tackle the challenge of data uncertainty in social media. This
research will cover in detail how to detect data uncertainty and ambiguous opinions and
how to resolve them using NL.

1.3. Contribution

The objectives of this paper are to enhance the accuracy of stock market movement pre-
diction by integrating SA of public opinion from Twitter, and historical stock market data.
This enhancement will be achieved by improving the sentiment analysis results, specifi-
cally designed to handle the uncertain and ambiguous data gathered from Twitter, about
various companies and people’s viewpoints regarding them. To address this challenge,
we employ neutrosophic logic (NL) [12]. Furthermore, the output of sentiment analysis,
alongside historical stock market data collected from Yahoo Finance, is incorporated into
a model known as long short-term memory (LSTM) with the utmost accuracy to forecast
the stock market movement. LSTM was chosen due to its capability to retain information
over extended periods and demonstrate efficiency as a predictive model [13]. The core
contributions of this paper are as follows:

• Proposal of a sentiment classifier based on NL to handle the ambiguity and uncer-
tainty present in the data collected from Twitter, particularly concerning individuals’
viewpoints regarding companies and stocks.

• Proposal of an enhanced prediction model that integrates the outcomes of sentiment
classification and historical stock market data through the utilization of the LSTM model.

• The proposed model utilizes a benchmark dataset known as StockNet [14] to evaluate
the efficiency of our proposed model compared to the other models.
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The results of this study yielded a predictive accuracy of 78.48% in anticipating
fluctuations in stock prices when utilizing the StockNet dataset [14]. Furthermore, this
achievement surpassed the accuracy rate of prior studies that employed the same dataset.

The rest of this paper is structured as follows: Section 2 describes the related works
of stock market prediction and NL. Section 3 focuses on the proposed model in detail.
Section 4 illustrates the experimental results. The conclusion and future work are reported
in Section 5.

2. Related Work

Predicting stock price trends has consistently captivated the interest of researchers,
prompting investigations using various methodologies. Past endeavors in this field can
be classified into two approaches: the analytical approach and the sentiment analysis
approach. Within the analytical approach, the focus is on gathering historical stock data
from various financial sources like Yahoo Finance and Google Finance. Conversely, the
sentiment analysis approach is centered around users’ reviews related to a specific stock or
company, which are shared on diverse online platforms such as Facebook and Twitter [15].
This section provides a comprehensive literature review that primarily focuses on previous
studies adopting the sentiment analysis approach. Moreover, we examine the influence
of different techniques employed to enhance the accuracy of stock market forecasting
and elucidate the correlation between stock market prices and social media or financial
news [16]. In 2016, Pagolu et al. [17] tried to determine a correlation between the stock
prices of Microsoft and public sentiments in tweets about that company to forecast the
stock price for the next day. Two different methods, namely Word2vec and N-gram, were
employed to calculate the polarity of each tweet. The accuracy of the polarity classification
was approximately 70%, and the correlation between stock prices and sentiment was
approximately 71.82%. However, it is worth noting that their study was limited by a small
dataset comprising only 3216 tweets used for training the model.

In 2018, Xu et al. [14] suggested a deep generative approach, known as StockNet,
for predicting stock market movement employing Twitter data and historical stock prices.
This neural network architecture demonstrated a superior performance compared to prior
works and incorporated recurrent, continuous latent variables to enhance the handling of
randomness. However, the achieved accuracy was limited to approximately 58.23% due to
the dataset’s limited size. Another significant study in this direction was performed in 2019,
where Xu et al. [18] suggested an attention-based LSTM approach that integrated tweets
collected from StockTwits, historical data collected from Yahoo Finance, and technical
indicators such as Average Directional Movement Index, Simple Moving Average, and
Exponential Moving Average to enhance its effectiveness. The study primarily focused on
comparing the performance of the attention-based LSTM approach with that of a traditional
LSTM. The results of the model outperformed the traditional LSTM, achieving an accuracy
rate of approximately 64%. However, it is important to note that this accuracy rate is
still deemed insufficient due to the dataset’s limited size, and more stocks and technical
indicators need to be collected.

In 2020, Maqsood et al. [19] applied three machine learning algorithms, namely linear
regression, support vector regression, and deep learning, to forecast stock market trends for
the four primary stocks from the US, Turkey, Pakistan, and Hong Kong and evaluate the
efficacy of each model. Each model incorporated Twitter data related to eight significant
events to augment the accuracy of stock market predictions. The authors concluded that
not all events have a direct influence on stock market prediction. Nevertheless, noteworthy
local events possess the potential to impact the effectiveness of prediction algorithms. One
of the disadvantages is that it was determined that the sentiment analysis technique (i.e.,
SentiWordNet) employed in their study was overly simplistic to establish comprehensive
conclusions regarding this statement. In the same year, Gupta et al. [20] demonstrated the
correlation between daily sentiments extracted from StockTwits and the corresponding
daily movement of stock prices. Sentiment analysis was conducted using machine learning
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methods (SVM, naïve Bayes, and logistic regression) and feature extraction techniques
(bigram, bag of words, trigram, LSA, and TF-IDF). The fusion of TF-IDF and logistic
regression achieved the highest accuracy, ranging from 75% to 85%. However, one study
drawback was that the authors focused only on positive and negative sentiments while
disregarding neutral sentiments.

Sawhney et al. [21] suggested a model, known as Multipronged Attention Network for
Stock Forecasting (MAN-SF), which concurrently assimilates information from Twitter data,
historical stock prices, and inter-stock relations for predicting stock market movement. The
model leverages a graph neural network to discern relationships among different stocks,
allowing it to acquire insights from correlations and interdependencies that impact stock
movements. The authors employed the StockNet dataset and performed a comparative
analysis of their model against others utilizing the same dataset. MAN-SF outperforms
the strongest baselines, StockNet and Adversarial LSTM, demonstrating its superior per-
formance in stock prediction with an accuracy of approximately 60.8%. Nevertheless, it
is crucial to highlight that the accuracy rate was considered inadequate because of the
dataset’s limitations.

In 2021, Heiden et al. [13] tried to predict the stock price and investigated the impact of
the news on it. They incorporated news sentiment as a feature in an LSTM prediction model,
along with historical data. The authors obtained the news from the New York Times and
employed a Valence Aware Dictionary and Sentiment Reasoner (VADER) for SA. The results
indicated that including news sentiments improves the model’s performance. Furthermore,
the model exhibits promising possibilities to predict stock prices for approximately 60 days
into the future. One of the disadvantages of the study was the utilization of a limited
dataset, potentially leading to less reliable and accurate results.

Ho et al. [22] proposed a novel multi-channel collaborative network architecture
for stock trend prediction. This architecture integrates social media sentiment features
extracted from Twitter and candlestick chart features derived from the stock’s historical
time series data to capture temporal patterns and price dynamics. The network employs
two branches, each employing specific deep-learning techniques. A one-dimensional
convolutional neural network is utilized for sentiment classification on the extracted social
media features, while two-dimensional convolutional neural networks perform image
classification on the transformed candlestick chart data. The experimental results indicate
a superior performance when compared to single-network models that rely solely on either
candlestick charts or sentiment data. Notably, the proposed model achieved a prediction
accuracy of 75.38% for Apple stock.

Another study in this area was achieved in 2022, where Fazlija et al. [23] demon-
strated the use of financial market sentiment data extracted from news articles to predict
fluctuations in the Standard & Poor’s 500 stock market returns using sentiment values.
The authors discovered that employing the Bidirectional Encoder Representations from
Transformers (BERT) model yielded the highest success rate in sentiment classification.
Moreover, they devised a random forest classifier technique for forecasting future price
movements of the stock market index. The findings of the study demonstrated the sig-
nificance of incorporating sentiment scores derived from news articles in forecasting the
movement of stock prices. A notable limitation of the study is the omission of news data
from all companies included in the stock market index.

Cristescu et al. [24] investigated the potential of SA to enhance the accuracy of the
prediction of the stock market price using regression models. VADER was employed
for SA based on news articles, and three types of regression models were implemented:
cubic, quadratic, and linear regressions. The findings revealed that incorporating SA
significantly improved the performance of the nonlinear regression model, evidenced by a
superior fit compared to the linear model. Notably, the R-squared value was 0.005 for cubic
regression and 0.001 for linear regression, indicating the superior performance of the cubic
regression model.
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Srijiranon et al. [25] tried to improve the prediction of the stock market by introducing
a hybrid model that integrates three techniques: Principal Component Analysis, Empirical
Mode Decomposition (EMD), and LSTM employing the incorporation of historical stock
market data and the news. They utilized the Financial Bidirectional Encoder Representa-
tions from Transformers (FinBERT) for the SA process. The results indicated that the hybrid
model demonstrated a superior performance, and the incorporation of news sentiment
analysis enhanced the LSTM model’s predictive capabilities.

Koukaras et al. [26] emphasized the significance of SA in the enhancement of stock
market prediction by employing StockTwits and Twitter data. The authors integrated SA
with machine learning and utilized seven machine learning algorithms, including Logistic
Regression, Support Vector Machine, Multilayer Perceptron, k-nearest neighbors, naïve
Bayes, Decision Tree, and Random Forest. They performed VADER and TextBlob for
SA. The findings revealed that optimal results were achieved when employing VADER
incorporating the Support Vector Machine with an F-score of 76.3%.

In 2023, Costola et al. [27] examined the correlation between the stock market and news
regarding COVID-19 obtained from the New York Times, Reuters, and MarketWatch news
platforms. To conduct SA, the authors employed a BERT model adapted for the financial
market domain. The findings of this study revealed a positive relationship between the
sentiment score and market returns. However, one limitation of the study is its exclusive
focus on three news platforms, neglecting the inclusion of social networks as potential
data sources. Nevertheless, none of the aforementioned approaches adequately capture
the uncertainties and contradictions present in sentiment data. To tackle the issue of
uncertainties in SA, the researchers attempted to leverage NL, aiming to enhance the
efficiency of sentiment classification [28,29].

Kandasamy et al. [30] emphasized the presence of indeterminacy in the tweets based on
the concept of neutrosophy. A dataset containing tweets related to the #MeToo movement
was represented with positive, indeterminate, and negative memberships, forming a Set
of Neutrosophic Values (SVNS) through the use of the VADER tool. Subsequently, the
tweets were clustered and classified into positive, indeterminate, and negative classes.
The K-means algorithm was employed to cluster the tuples into three major clusters, with
the largest cluster representing the indeterminate tweets. To enhance the accuracy of
predicting indeterminate polarity, the data were classified into eight distinct classes. The
authors used training data to develop classifiers based on the Support Vector Machine
(SVM), and k-nearest neighbor (k-NN) techniques. The study’s findings revealed that the
k-NN demonstrated superior performance compared to SVM in effectively classifying the
SVNS values.

Kandasamy et al. [10] introduced a multi-refined neutrosophic set (MRNS), which
refined the polarity result into seven classes (i.e., positive, indeterminate, negative, strong
positive, indeterminate positive, indeterminate negative, and strong negative). The au-
thors conducted a comparison between MRNS and two other approaches: one utilizing
a single-valued neutrosophic set, and the other employing a triple-refined indeterminate
neutrosophic set. The results demonstrated that MRNS outperformed the other approaches,
providing a superior and more accurate result and effectively handling the inherent inde-
terminacy present in the data.

Reem et al. [12] introduced an opinion-mining model tailored for social media to
tackle the challenges associated with ambiguous opinion classification. The proposed
model incorporates social network analysis utilizing the UCINET tool, which is used for
analyzing social network data (the University of California at Irvine Network), neural
networks to assess the influence levels of users, and a classifier to combine their influence
with the polarity of their texts. The authors evaluate the model using three classifiers (i.e.,
type-1 fuzzy logic, type-2 fuzzy logic, and NL) to handle the uncertainty in the data. The
results demonstrated that NL surpasses the other classifiers in accuracy when dealing with
data uncertainty. This highlights the effectiveness of NL in enhancing the performance of
opinion mining in the realm of social media.
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The Need to Extend the Related Work

Despite the existence of numerous studies on stock market prediction using SA, all
these studies have demonstrated the influence of news and social media on the stock
market. However, these studies primarily relied on traditional SA techniques and did not
prioritize improving the SA results to address the challenges of data uncertainty.

In our work, we propose an enhanced model to predict the stock market movement us-
ing SA by proposing an advanced SA approach to deal with the ambiguity and uncertainty
in the data by integrating a lexicon-based approach (i.e., VADER) with the NL technique.
The key strength of NL is the ability to handle uncertainty by employing three membership
functions, truth, indeterminacy, and falsity, to capture ambiguity and achieve accurate
results closer to reality. To the best of our knowledge, this is the first time the NL technique
is employed in the SA process to forecast the stock market movement.

3. Proposed Model

This model aims to enhance the prediction of stock market movements through the
fusion of SA scores and historical stock data. This is achieved by improving the result of
SA using NL, which can deal with indeterminacy in the data. The use of NL addresses
the problem of data ambiguity when the tweet has the potential for two classifications. As
a result, it improves the classification of tweets. The proposed model is discussed in the
following steps:

• Proposal of an NL-based model integrated with a lexicon-based approach for calculat-
ing the sentiment classification of tweets to deal with uncertainty and ambiguity in
the data collected from Twitter related to users’ feedback and opinions about specific
stocks and companies.

• Application of a deep learning algorithm LSTM to predict stock market price by
using the result of sentiment score and the real stock price data as features in an
LSTM model.

• Finally, the proposed model uses the integration of the SA score with the historical
stock market. Moreover, it holds the distinction of being the first model that uses NL
in the SA process to predict stock market movement.

Figure 1 presents the proposed model. The proposed model can be summarized in the
following phases:

3.1. Data Collection

We have utilized a benchmark dataset called StockNet inspired by [14,21] which
encompasses tweets and historical stock market data related to the stocks of 88 different
companies over the period from 1 January 2014 to 1 January 2016. The tweets were obtained
from Twitter based on NASDAQ ticker symbols (e.g., $APPL for Apple), while the historical
data were collected from Yahoo Finance for the same period.

3.2. Data Pre-Processing

The purpose of this phase is to eliminate noise and irrelevant data from tweets to
improve the effectiveness of the SA process. During this phase, several cleaning steps are
performed [31]. Firstly, tweets are converted to lowercase. Subsequently, stopwords, punc-
tuation, numbers, re-tweets, links, HTML tags, and special characters such as @ symbols,
mentions, and hashtags are removed, ensuring a refined dataset for further analysis.
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3.3. Sentiment Analysis Based on Neutrosophic Logic

In this phase, we conduct sentiment classification of the tweets. and address the chal-
lenges of uncertainty and ambiguity in the social media data. The presence of uncertainty
in the data poses a significant issue in sentiment analysis (SA), potentially resulting in data
misclassification. Previous studies showed that both type 1 and type 2 fuzzy logic, as well
as NL, can effectively address the uncertainty inherent in the data. Fuzzy logic, whether
type 1 or type 2, introduces an overlapping region between classes, leading to ambiguity in
the classification. Conversely, NL processing is adept at handling such ambiguity, thereby
enhancing the efficiency of the classification process, as illustrated in Figure 2 [12,29,32,33].
Our aim is to enhance the efficiency of classification by using NL with a sentiment lexicon.
The purpose of this phase is achieved through the following steps:
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3.3.1. Use of Lexicon-Based Approach

This process is concerned with computing the positive and negative scores of each
tweet after the preprocessing phase using a lexicon-based sentiment technique (i.e., VADER)
based on [34]. VADER is a Natural Language Toolkit (NLTK) Python package that generates
four outputs: the scores of positive, negative, neutral, and compound (i.e., the total score
of positive, neutral, and negative normalized between −1 and +1) for each text. VADER
was selected due to its demonstrated superior performance when compared to other
lexicons such as SentiWordNet, and TextBlob [25,33]. Additionally, it can provide positive
and negative sentiment scores, which we incorporated into our NL classifier [34]. After
applying VADER, only the positive and negative scores are fed into the NL classifier for
further analysis.

3.3.2. Neutrosophic-Logic-Rule-Based Classification

The most important part of our work is this phase as it can solve the issue of ambiguity
and uncertainty in the data and generate precise results that closely resemble how people
interpret the texts. NL is defined by three membership functions (MF): truth membership
function, indeterminacy membership function, and falsity membership function [12,32].
The output variables are represented as three components (truth, indeterminacy, and
falsity), ensuring that there is no overlap between any two MFs [12]. The block diagram
representation of an NL classification system is illustrated in Figure 3. The NL process is
achieved in three steps, as follows:

(1) Neutrosophication

In this phase, the crisp inputs are transformed into neutrosophic sets using three
triangular MFs: truth, indeterminate, and falsity. The inputs derived from the previous
phase after applying VADER to the tweets include the positive and the negative score
(PS and NS, respectively). The two inputs are assigned a value between 0 and 1, each
with the levels low (L), moderate (M), and high (H) for the truth component according to
Equation (1). Meanwhile, for the indeterminacy according to Equation (2) and falsity com-
ponents according to Equation (3), the levels are low–moderate (L-M) and moderate–high
(M-H) [12,33,35]. The output variable was assigned a value ranging from 0 to 1 with
three classes (positive, neutral, and negative) inspired by the work introduced in [34].
Figure 4 illustrates the design of the NL truth MFs of the two inputs, PS and NS, whereas
Figure 5 shows the indeterminate MFs, and Figure 6 illustrates the falsity MFs.



J. Theor. Appl. Electron. Commer. Res. 2024, 19 124

T(x) =



α
(

x−a1
a2−a1

) (a1 ≤ x ≤ a2)

α (x=a2)

α
(

a3−x
a3−a2

) (a2 ≤ x ≤ a3)

0 otherwise

(1)

I(x) =



(a2−x+θ( x−a1))
a2−a1

(a1 ≤ x ≤ a2)

θ (x = a2)

(x−a2+θ( a3−x))
a3−a2

(a2 ≤ x ≤ a3)

1 otherwise

(2)

F(x) =



(a2−x+β( x−a1))
a2−a1

(a1 ≤ x ≤ a2)

β (x = a2)

(x−a2+β( a3−x))
a3−a2

(a2 ≤ x ≤ a3)

1 otherwise

(3)

where represents ⟨(a1, a2, a3); α , θ , β ⟩ which is a neutrosophic set, α represents the max-
imum truth membership degree, θ indicates the minimum indeterminacy membership
degree, and β represents the minimum falsity membership degree. α , θ and β ∈ [0, 1].
Additionally, a1 ≤ a2 ≤ a3. These assumptions are based on [12,33,35].
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trates the design of the NL truth MFs of the two inputs, PS and NS, whereas Figure 5 
shows the indeterminate MFs, and Figure 6 illustrates the falsity MFs. 
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Figure 3. NL inference system.
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(2) Rule Evaluation

In this phase, IF-THEN rules are produced by combining two inputs (i.e., PS and NS),
each with levels. The rules are formulated for all truth, indeterminacy, and falsity inputs
and outputs. The rules are inspired by the work carried out in [34]. The antecedent of the
NL rules is represented by the inputs, each with three levels (i.e., L, M, H), and joined by
the AND operator. Table 1 illustrates a sample of the NL rules.

Table 1. A sample of NL rules.

Rules PS NS Output

R1 L L Neutral
R2 M L Positive
R3 L M Negative
R4 H L Positive
R5 H H Neutral
R6 M H Negative
R7 M M Neutral
R8 H M Positive
R9 L H Negative
R10 L-M L-M Negative–Neutral
R11 M-H M-H Positive–Neutral
R12 L-M M-H Negative–Neutral
R13 M-H L-M Positive–Neutral

(3) Deneutrosophication

In the final phase of our NL model, the neutrosophic output is transformed into a crisp
output based on COA (center of the area) [33]. The output is calculated as follows:

COA = ∑ zµA(z)
∑ µA(z)

(4)

where z represents the output variable, described in the neutrosophication step, while
µA denotes the aggregated output of the rules. The neutrosophic result is obtained by
combining the truth, indeterminacy, and falsity component values and is represented in the
triplet format of (T, I, F). If the output falls within the overlapping zone of two membership
functions, ambiguity is generated [12]. NL can handle ambiguity by defining a confidence
value for the truth component according to Equation (5). If the truth value surpasses the
confidence value (i.e., 0.5), the final output is the truth component value and the falsity
and indeterminacy components are not significant; otherwise, the ambiguous results are
generated [12,29]. Figure 7 illustrates how to determine the confidence value.

i| f =

{
significant, t < 0.5

insignificant, t ≥ 0.5
(5)

where t, i, and f are the truth, indeterminacy, and falsity components, respectively. The final
polarity is calculated from the neutrosophic output according to polarity classes in [34]. We
have added a new polarity class called Indeterminate to the existing classes (e.g., Positive,
Neutral, Negative) that is undecided, and we do not know whether it is negative, positive,
or neutral according to Equation (2).
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3.4. Prediction Model Using Long Short-Term Memory (LSTM)

This process is the last phase of our work. It is focused on predicting stock market
movements by combining the sentiment polarity from the previous phase and historical
stock price data obtained from the first phase to be fed into the prediction model. To
accomplish this, we employ LSTM, a type of recurrent neural network that enables the
preservation of input data information over extended periods [13]. The LSTM model
comprises three layers, including an input layer, multiple LSTM layers, and finally, a
single dense layer that consolidates the inputs received from the LSTM layer to gener-
ate the ultimate prediction value. Figure 8 depicts an LSTM architecture and its three
corresponding layers.
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The model has two hidden LSTM layers which improve the model’s capacity to
abstract information and depict more intricate patterns [13]. Each LSTM layer contains
multiple memory cells. The memory cell contains three gates: forget, input, and output.
These gates are constituted by the sigmoidal layer, which is crucial in regulating the
transmission of information, both entering and exiting the memory cell [36]. The forget
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gate is responsible for discerning which information should be removed from the cell
state. This process is aided by the sigmoid activation function. The forget gate generates
an output value within the 0 to 1 range for each element within the prior cell state. An
output of 1 indicates the intention to preserve the associated information, whereas an
output of 0 signifies the intent to discard that information [37]. This representation of the
forget gate is denoted in Equation (6). The input gate oversees the incorporation of new
information into the cell state. The sigmoid activation function governs which values will
be updated. Meanwhile, the tanh activation function generates a set of new candidate
values represented as a vector, which could be added to the state according to Equations
(7)–(9). The output gate determines the resulting output for each cell. The output value
is determined by the cell’s current state in conjunction with the most recently added data
according to Equations (10) and (11) [38].

ft = σ
(

Xt × U f + Ht−1 × W f

)
(6)

it = σ (Xt × Ui + Ht−1 × Wi) (7)
∼
Ct = tanh(Xt × Uc + Ht−1 × Wc) (8)

Ct = ft × ct−1 + it ×
∼
Ct (9)

ot = σ (Xt × Uo + Ht−1 × Wo) (10)

Ht = ot × tanh(Ct) (11)

where σ is the sigmoid function, Xt denotes the input at the current timestamp, U f ,
Ui , Uc and Uo are the weights of the inputs, Ht−1 represents the previous hidden state,
and W f , Wi, Wc and Wo are the weights of the hidden state. The terms ft is the forget

gate, it is the input gate, and ot is the output gate. Moreover,
∼
Ct stands for the candidate

cell state at the current timestamp, Ct represents the cell state at the current timestamp,
and Ht denotes the current hidden state.

The input data to the model incorporate a set of parameters, including the adjusted
closing price, opening price, highest price, lowest price, volume, and sentiment polarity,
which were derived from the prior phase. We performed a binary classification to predict
the stock market movement on day d based on the integration of the SA scores with the
historical stock market data within a predetermined lag window of D days, encompassing
the period [d − D, d − 1]. As an illustration, employing a lag window of D = 5 days implies
the inclusion of data from the preceding five days [14,21]. The stock market movement is
obtained by using the following formula:

md =

 0, pc
d < pc

d−1

1, pc
d ≥ pc

d−1

(12)

where md represents the movement on day d, pc
d indicates the adjusted closing price on

day d, and pc
d−1 indicates the adjusted closing price on the previous day. Additionally,

0 represents a downward movement and 1 represents an upward movement.
We evaluated the model’s classification performance using accuracy, and Matthew’s

Correlation Coefficient (MCC) as evaluation metrics according to previous studies on stock
prediction [14,21]. MCC is calculated as follows:

MCC =
tptn − fp fn√

(t p + fp

)
(t p + fn

)
(t n + fp

)
(t n + fn)

(13)

where tp, tn, fp and fn are true positive, true negative, false positive, and false
negative, respectively.
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To make a trading decision, we evaluated the model’s financial performance using
two metrics: cumulative return, which captures the total profit or loss over the test period
according to Equation (14); and Sharpe ratio, which assesses the efficacy of an investment
relative to its associated risk according to Equation (15) [21,38].

returnd = ∑
i∈S

pd
i −pd−1

i
pd−1

i
(−1)Actiond−1

i (14)

where S is the set of all stocks considered in the analysis, pd
i refers to the price of a specific

stock i on particular day d, and Actiond−1
i indicates the investment action taken for stock

i on the previous day (d − 1) with value 0 or 1. Specifically, a value of 0 signifies a long
position, indicating the investor purchased the stock on day d − 1 with the anticipation of
future price appreciation. Conversely, a value of 1 denotes short position action.

Sharpe Ratioa =
Ra − R f

σ a
(15)

where Ra represents the return, R f indicates the risk-free rate, and σa represents the standard
deviation of Ra.

4. Experimental Results

In this section, the experimental results and implementation of the proposed model
are described. We have implemented our model in Python version 3.8.10. Due to the lack of
an NL toolbox, scikit-fuzzy, a Python package for fuzzy logic, was opted for to implement
NL by using three fuzzy inference systems to correspond to the truth, indeterminacy, and
falsity components, as it was previously indicated in the previous studies that NL could
be implemented using the fuzzy toolbox [12,29,32]. Furthermore, we selected the Keras
Python library for implementing LSTM.

We utilized the StockNet dataset benchmark for tweets and historical stock market
data to train and test our model [14,21]. Our dataset was split into training and testing
sets in a ratio of 80:20. We shifted a window of 5 days for constructing input samples. Our
LSTM model consists of one input layer, two LSTM layers, and a dense layer. We used the
Sigmoid and Tanh as activation functions for the two LSTM layers. We trained the model
for 10,000 epochs, using early stopping based on the MCC metric on the validation set to
prevent overfitting [14]. We compared our work with the other models that use the same
dataset to assess the effectiveness of our model [14,21].

4.1. Comparison of the Effect of Using Sentiment Analysis on the Prediction Model

The primary objective of the first set of experiments is to ascertain whether the senti-
ment of Twitter data has a significant effect on the performance of our prediction model,
which was implemented using LSTM. The model was trained and evaluated on two
datasets: one containing only historical stock market data; and the other containing a
fusion of historical stock market data and sentiment scores obtained from Twitter related to
users’ feedback and opinions about specific stocks and companies, identified by their ticker
symbols (e.g., $MSFT for Microsoft). SA was conducted using our NL model. As illustrated
in Table 2, our model using sentiments based on NL achieves the highest performance,
with an accuracy of 78.48% and an MCC score of 0.587. The results indicate that the model
incorporating sentiment features outperforms the model without sentiment across all ana-
lyzed stocks, leading to a statistically significant improvement in accuracy. This confirms
that the expression of positive or negative feedback by users about a given company on
Twitter influences future changes in stock prices. Specifically, when the sentiment score
is positive, we observe an increase in stock prices in the following days. This highlights a
strong correlation between the public sentiment expressed on Twitter and the subsequent
movement of stock prices, emphasizing that to obtain a highly accurate predictive model, a
diverse range of data sources is required because using historical stock market data only
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may have limitations in comprehensively encapsulating all pertinent variables influencing
stock prices. In contrast, sentiment data can provide valuable insights into the market that
are not readily discernible within conventional financial datasets.

Table 2. Comparison of the model’s performance using sentiment based on NL, and without
sentiment analysis.

Model Accuracy MCC

With sentiment using NL 78.48% 0.587
Without sentiment 73.28% 0.461

4.2. Comparison between Different Sentiment Analysis Techniques

The second set of experiments was conducted to assess the effectiveness of the machine
learning sentiment classifier (i.e., NL model) in the SA process compared to the lexicon-
based sentiment classifier used in [26] (i.e., TextBlob in our case) in our prediction model.
We aggregated the result of SA with the historical stock market data and fed it into the
LSTM model. The results in Table 3 show that SA using NL achieves the highest accuracy
of around 78.48% and an MCC score of 0.587. Meanwhile, TextBlob achieves an accuracy,
75%, and an MCC score of 0.5119. The model prediction with NL-based SA yields a
better result due to the ability of NL to classify the tweets and assess its ability to handle
classification ambiguity because it assigns each instance true, indeterminate, and false
values that accurately reflect the possible classifications of that instance. This leads to
improved SA results, which, in turn, has a significant impact on the performance of our
prediction model.

Table 3. Comparison of the model’s performance using sentiments based on NL, and with sentiments
using TextBlob.

Model Accuracy MCC

With sentiments using NL 78.48% 0.587
With sentiments using TextBlob 75% 0.5119

4.3. Comparison between Different Machine Learning Models

The third set of experiments was conducted to investigate the performance of the
prediction model using LSTM compared to other prediction models using different machine
learning techniques used in the previous studies such as naïve Bayes, neural networks,
and Support Vector Machine [20,26]. The models were trained and evaluated using the
same dataset containing a fusion of historical stock market data and sentiment scores. The
results in Table 4 show that the LSTM model outperformed the other models in predicting
the movement of the stock market. The LSTM model achieved the best result due to its
proficiency in capturing long-term dependencies and its capacity to retain and leverage
historical information for future predictions, a crucial advantage considering the influence
of historical trends and social media sentiment on stock prices.

Table 4. Comparison of the model’s performance using LSTM, neural networks, Support Vector
Machine, and naïve Bayes.

Model Accuracy MCC

LSTM prediction model 78.48% 0.587
NN prediction model 72.4% 0.449

Support Vector Machine prediction model 62.06% 0.228
Naïve Bayes prediction model 58% 0.139
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4.4. Comparison between Different Baseline Models

The fourth set of experiments aimed to ascertain the efficiency of the proposed model
in comparison to the below baseline models employed in previous studies using the
StockNet dataset.

• StockNet: a deep generative model employing historical data and twitter data to
predict the stock market movement [14].

• Multipronged Attention Network for Stock Forecasting (MAN-SF): this model employs
a joint deep learning architecture that integrates historical data, twitter data, and inter-
stock correlations to predict the stock market movement [21].

• Adversarial Attentive LSTM: a deep learning model comprising four layers, incor-
porating Adversarial Training to emulate the stochastic nature of the stock price
variable during the training process, thereby improving the accuracy of stock market
predictions [39,40].

We opted for a black-box approach, utilizing the default configurations of baseline
models. As shown in Table 5, our proposed model outperforms the others, exhibiting
superior accuracy and MCC scores, while the Adversarial LSTM model achieved the worst
performance in accuracy and MCC scores. These results demonstrate that our model is
more effective because it factors in both the SA score and the historical stock market data,
while the Adversarial LSTM model only uses historical stock market data. This highlights
the ability of our model to yield the best result by using NL in SA to handle uncertainty
and incomplete data in tweets, a facet not addressed by other models in the SA process.
Additionally, our utilization of an LSTM model for stock market prediction, as previously
noted, resulted in a notably high level of accuracy.

Table 5. Comparison of the performance between different baseline models.

Model Accuracy MCC

StockNet model 58.2% 0.081
Adversarial Attentive LSTM model 57.2% 0.148

MAN-SF model. 60.8% 0.195
Our LSTM model with sentiments using NL. 78.48% 0.587

4.5. Comparison of the Financial Performance

To make a trading decision and assess the financial performance, we conducted a
set of experiments to compare our model with other baselines and a benchmark strategy
of buy and hold. As shown in Table 6, we compared our model with other models
employed in previous studies using the same dataset [14,21]. Our model demonstrated
superior performance compared to various established models, exhibiting superior return
and Sharpe ratio scores (similar Sharpe ratio score to MAN-SF). These results indicate
strong potential for generating excess return and managing risk. Furthermore, the findings
underscore the profitability of our model when contrasted with these models that do
not incorporate NL in SA process. Furthermore, a comparison was made between our
proposed model and the buy-and-hold strategy, as detailed in Table 7. Our proposed
model demonstrated a superior performance, surpassing the buy-and-hold strategy in
terms of return and Sharpe ratio scores. This suggests the potential of our model to enhance
profitability in financial forecasting.

Table 6. Comparison of the financial performance between different models.

Model Return Sharpe Ratio

StockNet 0.9% 0.83
MAN-SF 1.66% 1

Our proposed model 4.1% 1
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Table 7. Comparison of the financial performance between our proposed model and buy-and-
hold strategy.

Metrics Buy and Hold Our Proposed Model

Return 0.6% 4.1%
Sharpe Ratio 0.3 1

5. Conclusions and Future Work

In this paper, we introduced a stock market movement prediction model that fuses
social media data with historical stock price data. Due to the importance of stock market
prediction in recent years and the significant influence of social media on it, the problem of
data uncertainty and ambiguity in social media decreases the accuracy of SA results, thereby
reducing the accuracy of the stock market forecasting model that utilizes SA. Previous
studies did not address this problem. Therefore, the main purpose of our work is to enhance
the performance of stock movement prediction by improving the SA results of the tweets
through the utilization of NL integrated with a lexicon-based approach capable of handling
ambiguous, incomplete, and uncertain data collected from Twitter, particularly in relation to
individuals’ perspectives on corporations and stocks and companies. Our proposed model
demonstrated its advantage by utilizing the StockNet dataset benchmark and comparing it
to models that use this dataset. The proposed model feeds the integrated SA scores with
historical stock market data into an LSTM model to foresee the stock movement. Notably,
our model distinguishes itself as the first to employ NL in the SA process to predict stock
market movement. The findings highlight the importance of incorporating social media
data into stock market prediction models because it showed superiority in accuracy and
MCC score in comparison to the model without the integration of SA. The proposed model
outperformed other models that utilized the same dataset by utilizing NL in the SA process
to make the results more compatible with human sentiment and using the integration of
historical stock market data with SA results as input factors to our prediction model using
LSTM, which resulted in a relatively high accuracy, of around 78.48%, and an MCC score of
0.587. Our investigation into the impact of the NL model in SA on prediction performance
revealed that it outperformed the model that utilized TextBlob in the SA. Furthermore, we
conducted an examination of the efficiency of employing LSTM in our prediction model,
finding that it outperforms models using naïve Bayes, neural networks, and Support Vector
Machine. In our model, we also measured the performance of our model based on financial
metrics by calculating the return and Sharpe ratio to help investors in trading decisions.
We compared our model with baselines and the buy-and-hold strategy. The results showed
the superiority of our model in return and Sharpe ratio scores, indicating strong potential
for generating excess return and managing risk. In the future, we aim to consider the effect
of the variety of user profiles, in terms of whether they are experts, investors, qualified,
influencers, or students, on the SA results and seek to use other social media platforms’ data,
such as Facebook, LinkedIn, and StockTwits. Additionally, we intend to detect and filter
out spam tweets and posts to enhance the sentiment classification performance. Moreover,
we aim to utilize a larger benchmark dataset in comparison to our dataset.
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