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Abstract

:

Credit rationing hindered the development of MSEs. Big data credit technology creates a great opportunity to address this issue. Then, how does big data credit technology affect and to what extent can it alleviate the credit rationing of MSEs? Based on the bounded rationality economic man hypothesis, the evolutionary game model of banks and MSEs under the traditional mode and big data credit technology are constructed, respectively, in this paper, and the evolutionary trajectory of bank-enterprise credit strategies under the two modes are comparatively analyzed. The results show that it is hard to alleviate the credit rationing of MSEs under the traditional mode. However, under big data credit technology, when the overall credit level of MSEs is high, the credit rationing of MSEs will be effectively alleviated. When the overall credit level of MSEs is too low, it is difficult to determine whether big data credit technology can alleviate the credit rationing of MSEs. In order to verify the feasibility of big data credit technology in alleviating the credit rationing of MSEs, a simulation experiment is conducted to compare the differences in the credit rationing of MSEs with different credit levels under the two credit modes. We found that the credit rationing of MSEs is always lower under big data credit technology than under the traditional mode. Therefore, big data credit technology can effectively alleviate the credit rationing of MSEs under any circumstances. The research provides theoretical support for banks to apply big data credit technology to achieve a win-win situation for both parties.
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1. Introduction


According to the credit rationing theory developed by Stiglitz and Weiss (1981), due to adverse selection and moral hazard caused by information asymmetry in the credit market, there is no monotonic linear relationship between the expected return on bank loans and the interest rate. When borrowers’ demand for loans is greater than banks’ supply of loans, banks will implement restrictions on borrowers through non-price instruments rather than raising interest rates to clear the market; as a result, for undifferentiated borrowers, some can obtain loans while others cannot, and borrowers who could not obtain loans still have no access to loans even if they are willing to pay higher interest rates or provide more collaterals [1]. Enterprise size is considered to be one of the most important indicators in determining the financing barriers of borrowers. Macmillan (1931) [2] suggested that enterprise size affects the financing accessibility of enterprises: the smaller the enterprise, the higher the probability of suffering from credit rationing [3]. Even if MSEs have growth potential, it is difficult for them to obtain credit support. “Financing is difficult and expensive” has been a major problem faced by MSEs [4,5].



As the main force in boosting national economic development, MSEs play an irreplaceable role in stabilizing economic growth, narrowing the income gap, improving labor productivity, and promoting market competition. Compared with large and medium-sized enterprises, MSEs are numerous and widely distributed, which creates a broad job market for the labor force in both developing and developed countries. However, credit rationing hindered the effective use of credit resources and weakened MSEs’ incentive to engage in technological innovation and alleviate employment pressure. Therefore, alleviating the credit rationing of MSEs is an important issue that needs to be addressed urgently.



The key to effectively alleviating the credit rationing of MSEs is to reduce the information asymmetry between MSEs and banks, so as to overcome the size disadvantage of MSEs, promote bank lending, and discourage MSEs from defaulting; therefore, banks need tools to obtain the risk information of MSEs. The emergence of big data brings an opportunity to address this issue and make enterprise size no longer a constraint restricting the credit acquisition of MSEs [6]. Using big-data-based credit technology, banks can efficiently analyze more than trillions of bytes of relevant information, thus improving loan approval efficiency and reducing information asymmetry. Therefore, banks could implement credit technology innovation based on big data to predict risks and identify MSEs according to the quantitative information residing in their information management system, rather than making credit decisions based on the qualitative characteristics of MSEs.



As shown in Figure 1, without considering enterprise size, the credit rationing situation is as follows: at the interest rate charged by banks       r  ^    *    , the demand for credit     L   D     exceeds the supply     L   S    , but when the interest rate exceeds       r  ^    *    , banks’ expected return will decrease. At the market clearing rate     r   m    , the demand for credit is equal to the supply, but profit-maximizing banks will not issue loans at     r   m    ; instead, they will make profits at the credit rationing rate       r  ^    *    , resulting in higher demand for credit than supply. Credit rationing then occurs, and there is a credit gap of size   Z  , which represents the unmet credit demand of MSEs.



The role of big data in reducing information asymmetry between banks and enterprises offers the possibility of generating new equilibrium solution sets [7]. Under the condition of banks implementing big data credit technology, the loan supply curve will shift from     L   S     to     L    S ′     ; correspondingly, the credit gap is reduced from   Z   to    Z ′   , so that MSEs that have credit demand but have not applied for loans or have applied for loans but cannot obtain loans have the opportunity to obtain loans, and MSEs whose credit demand has not been fully met have access to additional credit funds.



Figure 2 illustrates how credit rationing occurs when banks differentiate between enterprise size: suppose that the borrowing enterprises can be divided into three categories according to their size—MSEs, medium-sized enterprises, and large enterprises, denoted by 1, 2, and 3, respectively. For borrowers belonging to category   i ( i = 1,2 , 3 )  , the interest rate at which banks obtain the maximum profit is         r   i    ^    *    .     ρ   i   (   r   i   )   represents the total profit of banks when the interest rate charged to borrower   i   is     r   i    . When the opportunity cost of banks’ loanable funds is     ρ   *    , since the total profit that banks can obtain from MSEs is less than the opportunity cost, MSEs cannot obtain loans; large enterprises will be able to obtain loans, while some medium-sized enterprises could obtain loans at         r   2    ^    *    . If the opportunity cost drops to     ρ   * *    , all large and medium-sized enterprises could obtain loans, while some MSEs could not obtain loans.



Big data can significantly improve banks’ efficiency in applying credit technology and prompt banks to make much more scientific and rational credit decisions [8], so as to reduce the credit risks and transaction costs when lending to MSEs [9]. In addition, big data also promotes banks to expand their credit offerings to MSEs and obtain informatization benefits from “long-tail customers” [10]. Therefore, under big data credit technology, the total profit obtained by banks from MSEs will increase from     ρ   1   ( r )   to      ρ 1   ′  ( r )  , so that MSEs can obtain loans at a lower opportunity cost of banks, thereby narrowing the credit gap of borrowers and alleviating the credit rationing of MSEs.



Existing research has demonstrated the prospects for the widespread use of big data in the credit market, but has not considered the impact of banks’ application of big data credit technology on MSEs’ credit rationing in depth; this paper attempts to explore the general mechanism of banks applying big data credit technology in alleviating the credit rationing of MSEs through evolutionary game models and simulation experiments. It is expected that this research can provide theoretical support for banks in implementing big data credit technology to alleviate the credit rationing of MSEs and create new profit growth points.



The rest of the article is structured as follows: in Section 2, research on the causes of the credit rationing of MSEs, countermeasures to alleviate the credit rationing of MSEs, and the role of big data in the credit market is reviewed; in Section 3, the evolutionary game model of banks and MSEs under the traditional mode and big data credit technology is constructed, respectively, and the evolutionary trajectory of bank–enterprise credit strategies under the two credit modes is obtained; in Section 4, a comparative analysis of the differences in the credit rationing of MSEs with different credit levels under the two credit modes is carried out to systematically verify the feasibility of big data credit technology in alleviating the credit rationing of MSEs; in Section 5, the challenges of applying big data credit technology, future prospects of big data credit technology, and the contribution and implications of this work are presented; and in Section 6, conclusions are drawn.




2. Literature Review


2.1. The Causes of the Credit Rationing of MSEs


Regarding the causes of the credit rationing of MSEs, scholars generally conclude that specific characteristics of the credit demand side and credit supply side, as well as the economic policy regime, affect credit transaction costs and credit risks, making it more difficult for MSEs to obtain loans than large and medium-sized enterprises. Demand-side factors mainly include entrepreneur characteristics [11], enterprise size or age [12,13], ownership type and legal form [14], geographic location [15], industry affiliation [16], and asset structure [17]. The literature shows that a deterioration in an enterprise’s own view of its credit history, economic outlook, and capital should reduce its access to finance [18,19,20]. In addition, Beyhaghi et al. (2020) suggest that decreased profits increase the probability of an enterprise being rationed [21].



The mechanism that leads to the credit rationing of MSEs from the credit supply side lies in that, owing to information asymmetry, evaluating the credit risk of small enterprises is difficult for lenders [22]. To maximize profitability, lenders may apply stricter selection criteria and credit discrimination on MSEs [23]. Masiak et al. (2019) and De Jonghe et al. (2020) revealed that, due to increased screening costs, smaller enterprises find it more difficult to access finance from banks [24,25]. The research of Sun et al. (2013) affirmed the existence of “the discrimination of scale” in the process of SME financing, and showed that the bank lending policies using fixed assets as collateral exacerbate the plight of small business financing [26].



Economic policy regimes contribute to the credit rationing of MSEs as evidenced by the fact that financial institutions may restrict credit or charge risk premiums for enterprises that operate opaquely in economies where legal regimes do not adequately protect property rights, institutions operate inefficiently, and the regulatory system is imperfect [27,28,29]. European evidence suggests that unique structural features combined with strict governance rules make MSEs less attractive to external financiers, and, as a result, this results in difficulties in accessing credit for them [30]. Based on the African context, Simba et al. (2023) suggest that, due to vast institutional voids, unco-ordinated domestic policies and the widespread application of derivative accounting practices in financial markets, the availability of financial resources for small enterprises can be dangerously low [31].



Although scholars have explained the causes of the credit rationing of MSEs based on different perspectives and contexts, however, most studies did not make a clear distinction between MSEs and small and medium-sized enterprises (SMEs); the research on the credit rationing of MSEs is not systematic and in-depth. The concept of MSEs is derived from SMEs, and the explicit definition of MSEs is relevant to the understanding of the country’s economic structure and development, as well as to the allocation of resources and the identification of targets for government support. This work is different from the previous study. Focusing on the specificities of MSEs, we explain the persistence of credit rationing for MSEs under the traditional credit mode through an evolutionary game model. And we found that the credit strategies evolutionary trajectory of banks and MSEs under the traditional mode is extremely unstable and cannot reach equilibrium.




2.2. Countermeasures to Alleviate the Credit Rationing of MSEs


In order to alleviate the credit rationing of MSEs, scholars have put forward numerous countermeasures mainly for banks, governments, and MSEs. Policy recommendations for banks mainly include innovating credit technologies and providing loans to MSEs by large banks. Ferri et al. (2019) showed that transactional lending technologies increased enterprises’ credit rationing, whereas soft information mitigated asymmetric information problems and improved enterprises’ access to credit; when soft information was incorporated into transactional lending technologies, small enterprises’ credit rationing significantly reduced [32]. Vera and Onji (2010) argued that large banks can provide differentiated financial services and credit support to MSEs at different stages of development, and they have information technology advantages, network advantages, and the advantage of sharing information costs across time, which is more conducive to establishing long-term and stable co-operative relationships with MSEs and providing them with services [33]. However, large banks may face Williamson-type organizational diseconomies.



Government intervention can reduce the investigation cost of banks to MSEs, make banks’ deposit liquidity management more flexible, and improve the allocation efficiency of credit resources [34]. Government interventions for MSEs are categorized into indirect and direct interventions. Indirect interventions include taking measures to reduce transaction costs or increase the supply of funds, while direct interventions mainly include credit subsidies and loan guarantees [35]. Dai et al. (2020) showed that tax incentives from the government motivate enterprises to invest in short-term development opportunities with high returns rather than in long-term projects with high returns and high risks; tax incentives save capital expenditures for MSEs, and indirectly reduce the financing costs of MSEs [36]. Beck and Demirgü-Kunt (2010) point out that, as a form of risk sharing, government subsidies can help to increase the cash flow of MSEs and mitigate the negative impacts of co-ordination failures among guarantee agencies or the over-concentration of credit resources provided by collaborating banks [37]. Arping et al. (2010) examined the functioning mechanism of government credit guarantees on enterprise financing, noting that government subsidies for credit guarantees are more effective than other interventions [38].



Credit rationing has restricted the development of MSEs, and MSEs need to enhance their capabilities and utilize the environment to create appropriate financing opportunities to solve the problem [39]. Policy recommendations for MSEs mainly include borrowing from small and medium-sized financial institutions, utilizing informal finance, and engaging in relationship lending. For example, Lehmann et al. (2003) point out that it is easy to form long-term relationships between small and medium-sized financial institutions and MSEs, which can help to reduce collateral requirements for MSEs and information asymmetry, thus alleviating the credit rationing of MSEs [40]. Isaksson’s (2002) study showed that, although the amount of each loan received by small enterprises from informal finance is small, they lend more often to informal finance and have a higher utilization of credit funds [41]. Cucculelli et al. (2019) argue that, by establishing soft-information-based and durable lending relationships with banks, the likelihood of small enterprises experiencing credit rationing is significantly reduced [42]. In addition, Olufunso and Francis (2011) advised the owners of MSEs to improve their management capacity by attending seminars and training programs to prepare them for access to finance [43]. Ogawa et al. (2013) showed that trade credit is an important source of finance for young and small enterprises that have difficulty in obtaining bank loans [44].



Overall, although scholars have provided many policy recommendations based on different perspectives to alleviate the credit rationing of MSEs, and these policy recommendations have also played a certain role, however, on the whole, the credit rationing of MSEs has not been thoroughly reduced in many countries, especially in developing countries. Therefore, further research is needed on countermeasures against the credit rationing of MSEs. This work is different from existing research, since we believe that the credit rationing of MSEs is a kind of market mechanism defect. As a major player in the market, banks are the main external financing channels for MSEs; to alleviate the credit rationing of MSEs, banks desperately need tools to obtain the risk information of MSEs, and big data credit technology provides an opportunity for achieving this.




2.3. The Role of Big Data in the Credit Market


Improvements in socialization and the emergence of social networking platforms such as Facebook, Twitter, and Pinterest, as well as the tendency for data and programs to be accessed and stored over the Internet rather than on computer hard drives, have contributed to the era of big data [45]. “Big data” refers to massive data sets that are difficult to extract, store, search, share, analyze, and process with existing software tools, which require greater storage space and time, as well as sophisticated methods and technologies for managing and analyzing the [46]. Volume, Variety, and Velocity (“3V”) is a common framework for describing big data [47]. In addition to the “3V” characteristics of big data, in recent years, Veracity, Variability, and Value have become new dimensions of big data characteristics, and are even more challenging [48]. Reduced storage costs and the widespread availability of cloud solutions from well-known providers such as Amazon, Google, and Microsoft have had a positive impact on the adoption of big data technologies and methodologies [49]. Cloud computing solutions can be used for big data management, and provide opportunities for enterprises, especially small enterprises, which are often constrained by a lack of financial and organizational resources [9].



Financial sectors can highly benefit from big data. They can access massive amounts of transaction data which can be processed to gain competitive advantages over their peers, enhancing the customer banking experience, risk analysis and mitigation, and operation and optimization [50]. The use of big data technology can break through the traditional mode of banks in dealing with information asymmetry. When big data technology is applied to the credit business, there is no human or subjective judgment factor; instead, through the analysis of the historical data that actually occurred, it can improve the amount of information and accuracy of the credit of borrowers to a certain extent. Jin et al. (2022) pointed out that the application of big data technology in credit evaluation facilitates the provision of unsecured credit based on industrial chain credit [51].



For the financing of MSEs, the value of big data lies in their ability to alleviate the information asymmetry between banks and enterprises, enabling banks to discover more high-quality MSEs with low risks instead of making credit decisions based on the qualitative characteristics of loan applicants, thereby expanding banks’ credit allocation for the MSE group, effectively alleviating the problem of credit rationing for MSEs, and, at the same time, maximizing the banks’ own profits. The research of Kshetri (2016) shows that the main reason why low-income households or microenterprises in emerging economies lack access to financial services is not because they lack creditworthiness but merely because banks lack data, information, and capabilities to access the creditworthiness of and effectively provide financial services to this financially disadvantaged group [7]. Tencent’s Weizhong Bank has launched the “Microparticle Loan” product for its target customer groups, which is a microcredit product based on big data credit technology, and the speed of issuance of the product can be as fast as 45 s, and the slowest speed can be 90 s, which enables customers to enjoy a safer, faster, and more convenient service.



In summary, the existing literature provides many useful insights into the role of big data technology in the credit market, and the existing literature demonstrates that big data credit technology can reduce the information asymmetry between borrowers and lenders, thereby lowering the transaction costs of banks, and making the size of the enterprise no longer a constraint on the access to credit for MSEs. However, existing studies did not intensively consider the mechanisms by which banks’ use of big data credit technology affects the credit rationing of MSEs. By comparing the evolutionary trajectories of bank–enterprise credit strategies under big data credit technology and the traditional mode through an evolutionary game model, and comparing the extent to which big data credit technology alleviates the credit rationing of MSEs with different credit levels through simulation experiments, we demonstrate that big data credit technology can effectively alleviate the credit rationing of MSEs.





3. Evolutionary Game Analysis of Bank–Enterprise Credit Strategies


3.1. Evolutionary Game Analysis under the Traditional Mode


In order to verify the feasibility of big data credit technology in alleviating the credit rationing of MSEs, we began by analyzing the credit rationing of MSEs under the traditional mode as a benchmark. Considering that banks’ credit decisions are affected by information asymmetry and the dynamics of bank–enterprise behavior, the evolutionary game process is divided into two stages, as shown in Figure 3. In stage 1—the loan application stage, banks take the “lend” or “reject” decisions on the premise of profit maximizing; in stage 2—the loan repayment stage, the strategy set of MSEs includes “repay” and “default”. For the stability criterion of the evolutionary game, refer to the relatively weak evolutionary stability criterion of Swinkels (1992) [52], assuming that in the bank–enterprise interactive process, the proportion of each mutation strategy combination is not too large; after the mutation strategy combination enters the bank–enterprise group, if a certain strategy combination always dominates the mutation strategy combination, then the strategy combination is evolutionarily stable.



3.1.1. Game Hypothesis


	(1)

	
All players are bounded rational individuals who pursue profit maximization.




	(2)

	
The information asymmetry degree between the banks and MSEs is   δ  ,   0 ≤ δ ≤ 1  , where   δ = 0   represents complete information asymmetry and   δ = 1   represents complete information symmetry. MSEs know their own operating conditions, profitability, repayment ability and repayment willingness, etc., thus having an absolute information advantage. However, banks only know the average success probability of the projects invested by MSEs, and they need to pay high costs to obtain additional information.




	(3)

	
The decision vectors of banks and MSEs are (lend, reject) and (repay, default), respectively; in the initial state, the probabilities of banks and MSEs choosing the two strategies are (  y  ,   1 − y  ) and (  x  ,   1 − x  ), respectively, where   0 ≤ x ≤ 1  ,   0 ≤ y ≤ 1   and   x = x ( t ) , y = y ( t )  ; i.e., both   x   and   y   are functions of time   t  . Banks do not know whether MSEs will repay or not before deciding whether to lend.




	(4)

	
The fixed capital amount that MSEs need to invest in the project is   K + L  , where   K   is MSE’s private wealth,   L   is the loan amount MSEs need to borrow from banks, and the interest rate is   r ( 0 ≤ r < 1 )  .




	(5)

	
The collateral requirement is   C  ,   0 ≤ C ≤ L ( 1 + r )  ; when the MSE defaults, the bank confiscates the collateral. Since the use of collateral usually involves various costs, such as the assets’ regulatory cost of maintaining the collateral’s value at the agreed level or implicit costs for the borrower in being forced to relinquish discretionary use of the asset [53], which is assumed to be   ξ C ,   0 ≤ ξ ≤ 1   and is undertaken by MSEs; the asset realization rate of the collateral is   τ ,   0 ≤ τ ≤ 1  .




	(6)

	
MSEs’ project success probability is   p ( 0 < p < 1  ), the rate of return on capital when the project is successful is   μ  , the failure probability of the project is   1 − p  , and the return is   0   when the project fails; the expected return of the MSE is   E  .




	(7)

	
If the bank chooses to decline the loan, and the MSE plans to continue operating the project and turn to non-bank financing channels, the amount to be repaid and the additional costs incurred during the loan application process are     C   1    . Generally speaking, it is more expensive for borrowers to finance from non-bank institutions, which is manifested by higher interest rates and negotiation costs [54]; thus, assume that   ξ C + L   1 + r     < C   1   < p   K + L     1 + μ    .




	(8)

	
The risk-free rate of return on the bank loan is   i  ,   i ≤ r , 0 ≤ i < 1  . Since MSEs’ operating risks and the information asymmetry degree are higher than those of large-scale enterprises [55], assume that the transaction cost for the bank to lend to MSEs is   λ = f   δ   ,   ∂ λ   ∂ δ   > 0  ,   λ > 0  ; the expected return of the bank is   π  .








3.1.2. Basic Model


In the credit market with incomplete information, the payoff matrix of the evolutionary game is shown in Table 1. If the bank chooses to reject the loan and the MSE chooses to default, the bank’s return is the deposit interest   L i  , and the MSE’s return is   0  ; if the MSE chooses to repay and borrow from non-bank financing channels, the bank’s return is the deposit interest   L i  , and the MSE’s return is the expected return of the project minus the cost of borrowing from non-bank financing channels     p   K + L     1 + μ   − C   1    . If the bank chooses to lend and the MSE chooses to repay, the bank’s return is the interest minus the transaction cost and the opportunity cost   L ( r − i ) − λ  , the MSE’s return is the expected return of the project minus the principal and the loan interest, and the collateral cost   p ( K + L ) ( 1 + μ ) − ξ C − L ( 1 + r )  ; if the MSE chooses to default, the bank’s return is the confiscated collateral value minus the loan transaction cost, the principal, and the deposit interest   τ C − λ − L ( 1 + i )  , and the MSE’s return is the expected return of the project minus the collateral value and the collateral cost   p ( K + L ) ( 1 + μ ) − C ( 1 + ξ )  .



From Table 1, the expected return (i.e., fitness) of the MSE choosing the repay strategy and the default strategy, and the average return are:


    E   1   = y   p   K + L     1 + μ   − ξ C − L   1 + r     +   1 − y   [   p   K + L     1 + μ   − C   1   ]  



(1)






    E   2   = y   p   K + L     1 + μ   − C   1 + ξ      



(2)






    E  ¯  = x   E   1   +   1 − x     E   2    



(3)







Similarly, the expected return of the bank choosing the lend strategy and the reject strategy, and the average return are:


    π   1   = x   L   r − i   − λ   +   1 − x   [ τ C − λ − L   1 + i   ]  



(4)






    π   2   = x L i +   1 − x   L i = L i  



(5)






    π  ¯  = y   π   1   +   1 − y     π   2    



(6)







Due to information asymmetry, loan transactions involve high costs [56]. If MSEs choose to default, banks will lose the principal and interest, thus suffering great loss in lending; if MSEs repay the loan, banks will be more profitable if they choose to lend. To make the theoretical model consistent with reality, assume that, if the MSE chooses to repay, the return of the bank that chooses to lend is higher than the return of choosing to reject the loan. If the MSE chooses to default, the bank’s return from rejecting the loan is higher than the return from choosing to lend: mathematically,   L   r − i   − λ > L i  ,   L i > τ C − λ − L   1 + i    , i.e.,


  2 L i − τ C + λ + L > 0  



(7)






  2 L i + λ − L r < 0  



(8)







To ensure profitability, banks providing loans should meet the condition that the average return is not less than 0:     π  ¯  ≥   0  , then the interest rate   r   ≥   y   2 L i − τ C + λ + L   + x y   τ C − L   − L i   x y L    . Under information asymmetry, banks cannot predict whether MSEs will perform their contracts; moreover, investigating MSEs will incur huge costs. Therefore, banks can only ensure profitability by raising the interest rate   r  ; if the interest rate is too high, low-risk borrowers will automatically exit from the credit market, and adverse selection occurs, resulting in more high-risk borrowers remaining in the market [1]. To control the credit risk, banks’ loan review conditions will be further strengthened, and credit rationing for MSEs will deteriorate.




3.1.3. Model Analysis


	(1)

	
The evolution path and evolutionarily stable strategy of MSEs and banks







(1) Game evolutionary trend of MSEs



According to the Malthusian dynamic equation, the growth rate of a strategy is equal to its relative fitness [57]. As long as the return of an individual adopting this strategy is higher than the average return of the group, i.e.,     E   1   >   E  ¯   , this strategy will be imitated by more MSEs. The probability of MSEs choosing to repay (  x  ) will, therefore, increase over time; conversely,   x   decreases. And the change rate of   x   is positively related to its value. Assume the relative adjustment speed of the strategy adoption frequency is proportional to the magnitude by which its payoff exceeds the average payoff; then, the replicated dynamic equation for MSEs to choose to repay is:


   F   x   =   d x   d t   = x     E   1   −   E  ¯          =   1 − x   x { y   C +   C   1   − L   1 + r   − p   K + L     1 + μ     − [   C   1       − p   K + L     1 + μ   ] }      



(9)




where     d x  /  d t     represents the change rate of the probability that MSEs choose to repay over time. If     d x  /  d t   > 0  , the probability of MSEs choosing to repay increases, and vice versa. The stable state of MSEs’ replication dynamics refers to the state in which the number of MSEs that choose the repay strategy and the default strategy reach equilibrium, where the probability of MSEs choosing to repay (  x  ) no longer changes with time and remains at the stable state value, denoted as     x   *    , which describes the probability that MSEs will eventually choose to repay through the dynamic evolutionary game. Differentiating   F   x     with respect to   x   yields


   F ′    x   = ( 1 − 2 x ) { y   C +   C   1   − L   1 + r   − p   K + L     1 + μ     − [   C   1   − p   K + L     1 + μ   ] }  



(10)







Obviously,     x   *     must satisfy   F   x   =   d x   d t   = 0  . From Equation (9),     x   *   = 0   and     x   *   = 1   are two possible stable state values. According to the stability theorem of differential equations and the properties of evolutionarily stable strategies, if    F ′    x   < 0  , the value corresponding to   x   is an evolutionarily stable strategy; if    F ′      x  ¯    < 0  , the value corresponding to   y   is an evolutionarily stable strategy [58].



I. When     y   *   =     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      ,   F   x   = 0 ,   F   ′   ( x ) = 0   always hold; i.e., all values of   x   are stable state values. The probability of banks adopting the lending strategy is       C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      ; there is no difference in the return of MSEs choosing the two strategies; i.e., all values of   x   are evolutionarily stable strategies for MSEs. According to Equation (9), the replication dynamics of MSEs are shown in Figure 4a.



II. When     y   *   ≠     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      ,     x   *   = 0   and     x   *   = 1   are two possible stable strategies of   x  . According to the assumptions     C   1   < p   K + L     1 + μ     and   0 ≤ C ≤ L ( 1 + r )  , it follows that   0 <     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ     < 1  .



	(a)

	
If   y >   y   *   =     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      , for     x   *   = 0   and     x   *   = 1  , we have     F   ′     0   > 0   and     F   ′     1   < 0  , respectively; then,     x   *   = 1   is the evolutionarily stable strategy; i.e., when banks choose to lend with a probability higher than       C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      , “repay” is the evolutionarily stable strategy for MSEs. The replication dynamics of MSEs are shown in Figure 4b.




	(b)

	
If   y <   y   *   =     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      , for     x   *   = 0   and     x   *   = 1  , we have     F   ′     0   < 0   and     F   ′     1   > 0  , respectively; then,     x   *   = 0   is the evolutionarily stable strategy; i.e., when banks choose to lend with a probability less than       C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      , “default” is the evolutionarily stable strategy for MSEs. The replication dynamics of MSEs are shown in Figure 4c. The replication dynamic phase diagrams of MSEs under different circumstances are shown in Figure 4:







(2) Game evolutionary trend of banks



According to Equations (4) and (6), the replication dynamic equation for banks to choose to lend is:


  G   y   =   d y   d t   = y     π   1   −   π  ¯    = y   1 − y   [ x   L r − τ C + L   − ( 2 L i − τ C + L + λ ) ]  



(11)







Differentiating   G   y     with respect to   y   yields


    G   ′   ( y ) = ( 1 − 2 y ) [ x   L r − τ C + L   − ( 2 L i − τ C + L + λ ) ]  



(12)







Denote the probability of banks choosing to lend in the replication dynamic stable state as     y   *    . Let   G   y   =   d y   d t   = 0  ; then,     y   *   = 0   , y   *   = 1   are two possible stable state values.



I. When     x   *   =   2 L i − τ C + L + λ   L r − τ C + L    ,   G   y   = 0  ,     G   ′   ( y ) = 0   always hold; then, all values of   y   are stable states. The probability of MSEs choosing the repayment strategy is     2 L i − τ C + L + λ   L r − τ C + L    ; there is no difference in the return of banks choosing the two strategies; i.e., all values of   y   are evolutionarily stable strategies for banks. The replication dynamics of banks are shown in Figure 5a.



II. When     x   *   ≠   2 L i − τ C + L + λ   L r − τ C + L    , according to the assumptions (7), (8), and   0 ≤ C ≤ L ( 1 + r )  , it follows that   0 <   2 L i − τ C + L + λ   L r − τ C + L   < 1  .



	(a)

	
When     x > x   *   =   2 L i − τ C + L + λ   L r − τ C + L    ,     y   *   = 1   is an evolutionarily stable strategy, the replication dynamics of banks are shown in Figure 5b. When MSEs choose to repay with a probability higher than     2 L i − τ C + L + λ   L r − τ C + L    , banks will gradually shift from rejecting loans to lending.




	(b)

	
When     x < x   *   =   2 L i − τ C + L + λ   L r − τ C + L    ,     y   *   = 0   is an evolutionarily stable strategy, the replication dynamics of banks are shown in Figure 5c. When MSEs choose to repay with a probability less than     2 L i − τ C + L + λ   L r − τ C + L    , rejecting the loan is an evolutionarily stable strategy for banks. The replication dynamic phase diagrams of banks under different circumstances are shown in Figure 5:







	(2)

	
Evolutionary stability analysis of the system







The stable state of the system refers to the replication behavior of MSEs, and banks are in an equilibrium state when the probability of MSEs choosing to repay (  x  ) and the probability of banks choosing to lend (  y  ) remain unchanged [59]. Denote the stable state values as     x   *     and     y   *    , respectively. According to Friedman (1991), by constructing the Jacobian matrix of the evolutionary game system, the stability of the local equilibrium point of the system can be obtained [60].



According to the definition of the stable state values     x   *     and     y   *    , the local equilibrium point of the dynamic replication equation set should make the determinant of the Jacobian matrix equal to   0  . By solving the replication dynamic equation set consisting of Equations (9) and (11), it follows that, in the planar region   S = { ( x , y )   0 ≤ x ≤ 1,0 ≤ y ≤ 1   ) }  , there are five replication dynamic equilibrium points, which are (0, 0), (0, 1), (1, 0), (1, 1), and (    x   *    ,     y   *    ), where     x   *   =   2 L i − τ C + L + λ   L r − τ C + L    ,     y   *   =     C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      . The stability of these five equilibrium points can be determined by analyzing the local stability of its Jacobian matrix; i.e., the stability of the equilibrium point is determined by the characteristic root symbol of its Jacobian determinant. When the matrix determinant that corresponds to the equilibrium point is higher than   0   and the trace is less than   0  , the equilibrium point is an evolutionarily stable strategy (ESS); if the determinant is higher than   0   and the trace is equal to   0  , the equilibrium point is a center point. The Jacobian matrix, determinant, and trace of the differential dynamical system are:


  J =         ∂ F ( x )   ∂ x                       ∂ G ( y )   ∂ x                             ∂ F ( x )   ∂ y           ∂ G ( y )   ∂ y         =       ( 1 − 2 x ) ( y a − b )           ( 1 − y ) y c               ( 1 − x ) x a               ( 1 − 2 y ) ( x c − d )        



(13)






  d e t   J =   1 − 2 x     y a − b     1 − 2 y     x c − d   − a c x y ( 1 − x ) ( 1 − y )  



(14)






  t r   J =   2 b + c   x +   2 d + a   y − 2   a + c   x y − b − d  



(15)




where   a = C +   C   1   − L   1 + r   − p   K + L     1 + μ   ,     b =   C   1   − p   K + L     1 + μ   ,     c = L r − τ C + L ,     d = 2 L i − τ C + L + λ  . According to the research hypothesis, it follows that   a < 0 , b < 0 , a < b , c > 0 , d > 0 , c > d  ; substituting each equilibrium point into the determinant   d e t J   and trace   t r J   yields their stability analysis result. The equilibrium point is a saddle point when   d e t J < 0   and   t r J   is uncertain; the equilibrium point is unstable when   d e t J > 0   and   t r J > 0  ; the equilibrium point is stable when   d e t J > 0   and   t r J < 0  . The analysis results are shown in Table 2.



According to the replication dynamic equation of banks and MSEs, the corresponding group dynamic evolution phase diagrams are shown in Figure 6.



Figure 6 shows that the evolutionary trajectory of banks and MSEs under the traditional mode is extremely unstable. This is because information asymmetry always exists between banks and enterprises, and MSEs are usually the party with the dominant information. Although banks can obtain the risk information and the credit level of MSEs in certain ways, it requires huge costs; at the same time, there is also the risk that MSEs may default, which will lead banks to choose to reject loans. For MSEs, if the default cost is low, after obtaining the loan, there may also be defaults, which will eventually lead to the long-term credit rationing phenomenon for MSEs. The causes of the credit rationing of MSEs are thus explained.





3.2. Evolutionary Game Analysis under Big Data Credit Technology


3.2.1. Game Hypothesis


Compared with the traditional case, banks can efficiently screen out high-quality MSEs by applying big data credit technology to make much more scientific credit decisions, and provide financing support to borrowers pertinently [61]. Because of the lower information asymmetry between high-quality MSEs and banks, the credit discrimination from banks can be alleviated or even eliminated; MSEs have more opportunities to obtain loans and obtain better credit conditions, such as lower interest rates, fewer collateral requirements, higher loan amounts, etc., thereby effectively improving their project returns [62]. The willingness of MSEs to repay the loan also increases, and the non-performing loan ratio of banks decreases; in addition, banks can mine potential “long-tail customers” through big data to gain higher returns [63]. Therefore, under big data credit technology, the following additional assumptions are proposed:



The cost of implementing big data credit technology is   s , s > 0  . In the case of banks implementing big data credit technology, the information asymmetry degree   δ   is reduced, and banks’ loan transactions will be more efficient and time-saving; then, assume that the transaction cost   λ = f   δ   = 0  . In addition, big data also reduce the incomplete information degree in the credit market, so banks have more channels through which they can acquire customers [64]. Use    π ′    to represent the informatization benefits that banks obtain from the “long-tail customers” when the bank chooses to lend and the enterprise chooses to repay, where    π ′  > 0  .



Since banks can analyze and predict the credit status of MSEs based on their credit history, MSEs will pay more attention to their credit status and reputation, thus reducing the default probability to maintain a good credit record. Assuming that the credit level of MSEs is   Δ   in the initial state, where   0 ≤ Δ ≤ 100  , MSEs’ credit will increase when they choose to repay, and the credit growth rate is   α , 0 ≤ α ≤ 1  ; when they choose to default, their credit level will decrease, and the credit loss rate is   β , 0 ≤ β ≤ 1  . The credit level of honest MSEs will, therefore, increase. Finally, since the credit transactions under big data credit technology can generally be completed online, assume MSEs’ collateral cost rate   ξ = 0  .




3.2.2. Model Construct


Similar to the principles and methods under the traditional mode, the payoff matrix of the evolutionary game is shown in Table 3.



From Table 3, the expected return of MSEs choosing the repay strategy and the default strategy, and the average return are:


    E   1   = y   p   K + L     1 + μ   + α Δ − L   1 + r     +   1 − y   [   p   K + L     1 + μ   − C   1   ]  



(16)






    E   2   = y   p   K + L     1 + μ   − C − β Δ    



(17)






    E  ¯  = x   E   1   +   1 − x     E   2    



(18)







The expected return of banks choosing the lend strategy and the reject strategy, and the average return are:


    π   1   = x   L   r − i   +   π   ′   − s   +   1 − x   [ τ C − L   1 + i   − s ]  



(19)






    π   2   = x   L i − s   +   1 − x     L i − s   = L i − s  



(20)






    π  ¯  = y   π   1   +   1 − y     π   2    



(21)







Likewise, assume that, when MSEs choose to repay, the return of banks choosing to lend is higher than the return of banks choosing to reject the loan; when MSEs choose to default, banks’ return from rejecting the loan is higher than their return from choosing to lend:   L   r − i   +   π   ′   − s > L i − s  ,   L i − s > τ C − L   1 + i   − s  , which are simplified as:


  2 L i − τ C + L > 0  



(22)






  2 L i −   π   ′   − L r < 0  



(23)








3.2.3. Model Analysis


	(1)

	
The evolution path and evolutionarily stable strategy of MSEs and banks







(1) Game evolutionary trend of MSEs



The replication dynamic equation for MSEs to choose to repay is:


  F   x   = d x / d t = x [   E   1   −   E  ¯  ]  



(24)







Substituting Equation (18) into Equation (24) yields


  F   x   = d x / d t = x ( 1 − x ) [   E   1   −   E   2   ]  



(25)







Substituting Equations (16) and (17) into Equation (25) yields


   F   x   =   d x   d t         = x ( 1 − x ) { y [   α + β   Δ + C +   C   1   − L   1 + r        − p   K + L     1 + μ   ] − [   C   1        − p   K + L     1 + μ   ] }      



(26)







Differentiating   F   x     with respect to   x   yields


    F ′    x   = ( 1 − 2 x ) { y     α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ        − [   C   1   − p   K + L     1 + μ   ] }   



(27)




    x   *     must satisfy   F   x   =   d x   d t   = 0  . From Equation (26),     x   *   = 0   and     x   *   = 1   are two possible stable state values.



I When     y   *   =     C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      ,   F   x   = 0 ,   F   ′   ( x ) = 0   always hold; i.e., all values of   x   are stable states. The probability of banks adopting the lending strategy is       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      ; all the values of   x   are evolutionarily stable strategies for MSEs. According to Equation (26), the replication dynamics of MSEs are shown in Figure 7a.



II When     y   *   ≠     C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      ,     x   *   = 0   and     x   *   = 1   are two possible stable strategies of   x  .



	(a)

	
If       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ     < 0  ,   y >   y   *     always hold; for     x   *   = 0   and     x   *   = 1  , there are     F   ′     0   > 0   and     F   ′     1   < 0  , respectively; therefore,     x   *   = 1   is an evolutionarily stable strategy. The replication dynamics of MSEs are shown in Figure 7b; repaying is an evolutionarily stable strategy for MSEs;




	(b)

	
If       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ     > 1  ,   y <   y   *     always hold; for     x   *   = 0   and     x   *   = 1  , there are     F   ′     0   < 0   and     F   ′     1   > 0  , respectively; therefore,     x   *   = 0   is an evolutionarily stable strategy. The replication dynamics of MSEs are shown in Figure 7c; defaulting is an evolutionarily stable strategy for MSEs;




	(c)

	
If   0 <     C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ     < 1  ,







① If   y >   y   *   =     C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      , for     x   *   = 0   and     x   *   = 1  , we have     F   ′     0   > 0   and     F   ′     1   < 0  , respectively; then,     x   *   = 1   is the evolutionarily stable strategy; i.e., when banks choose to lend with a probability higher than       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      , repaying is the evolutionarily stable strategy for MSEs. The replication dynamics of MSEs are shown in Figure 7b.



② If   y <   y   *   =     C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      , for     x   *   = 0   and     x   *   = 1  , there are     F   ′     0   < 0   and     F   ′     1   > 0  , respectively; then,     x   *   = 0   is the evolutionarily stable strategy; i.e., when banks choose to lend with a probability less than       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      , defaulting is the evolutionarily stable strategy for MSEs. The replication dynamics of MSEs are shown in Figure 7c. The replication dynamic phase diagrams of MSEs under different conditions are shown in Figure 7.



(2) Game evolutionary trend of banks



The replication dynamic equation for banks to choose to lend is:


   G   y   =   d y   d t   = y     π   1   −   π  ¯    = y   1 − y       π   1   −   π   2        = y   1 − y     x   L r − τ C + L +   π   ′     −   2 L i − τ C + L       



(28)







Differentiating   G   y     with respect to   y   yields


    G   ′     y   =   1 − 2 y     x   L r − τ C + L +   π   ′     −   2 L i − τ C + L      



(29)







Denote the probability of banks choosing to lend in the replication dynamic stable state as     y   *    . Let   G   y   =   d y   d t   = 0  ; then,     y   *   = 0   , y   *   = 1   are two possible stable state values.



I When     x   *   =   2 L i − τ C + L   L r − τ C + L +  π ′     ,   G  y  = 0  ,    G ′   y  = 0   always hold; then, all values of  y  are stable states. The probability of MSEs choosing the repayment strategy is     2 L i − τ C + L   L r − τ C + L +  π ′     ; all values of  y  are evolutionarily stable strategies for banks. The replication dynamics of banks are shown in Figure 8a.



II when    x *  ≠   2 L i − τ C + L   L r − τ C + L +  π ′     , according to the assumptions (22), (23), and   0 ≤ C ≤ L   1 + r    , we have   0 <   2 L i − τ C + L   L r − τ C + L +  π ′    < 1  .



	(a)

	
When   x >  x *  =   2 L i − τ C + L   L r − τ C + L +  π ′     ,    y *  = 1   is an evolutionarily stable strategy; the replication dynamics of banks are shown in Figure 8b. When MSEs choose to repay with a probability higher than     2 L i − τ C + L   L r − τ C + L +  π ′     , banks will gradually shift from rejecting loans to lending.




	(b)

	
When   x <  x *  =   2 L i − τ C + L   L r − τ C + L +  π ′     ,    y *  = 0   is an evolutionarily stable strategy; the replication dynamics of banks are shown in Figure 8c. When MSEs choose to repay with a probability less than     2 L i − τ C + L   L r − τ C + L +  π ′     , rejecting the loan is an evolutionarily stable strategy for banks. The replication dynamic phase diagrams of banks under different circumstances are shown in Figure 8:







	(2)

	
Evolutionary stability analysis of the system







By solving the replication dynamic equation set consisting of Equations (26) and (28), it follows that, in the region   S = {   x , y     0 ≤ x ≤ 1 , 0 ≤ y ≤ 1   ) }  , there are five replication dynamic equilibrium points, which are     0 ,   0   ,     0 ,   1   ,     1 ,   0   ,     1 ,   1   ,      x *  ,  y *     , where    x *  =   2 L i − τ C + L   L r − τ C + L +  π ′    ,  y *  =    C 1  − p   K + L     1 + μ       α + β   Δ + C +  C 1  − L   1 + r   − p   K + L     1 + μ      . The Jacobian matrix  J , determinant   d e t   J  , and trace   t r   J   of the differential dynamical system are:


  J =         ∂ F  x    ∂ x                       ∂ G  y    ∂ x                             ∂ F  x    ∂ y           ∂ G  y    ∂ y         =         1 − 2 x     y e − f           y   1 − y   g               x   1 − x   e                 1 − 2 y     x g − h          



(30)






  d e t   J =   1 − 2 x     y e − f     1 − 2 y     x g − h   − e g x y   1 − x     1 − y    



(31)






  t r   J =   2 f + g   x +   2 h + e   y − 2   e + g   x y − f − h  



(32)




where   e =   α + β   Δ + C +  C 1  − L   1 + r   − p   K + L     1 + μ   ,     f =  C 1  − p   K + L     1 + μ   ,     g = L r − τ C + L +  π ′  ,     h = 2 L i − τ C + L  . According to the research hypothesis, it follows that   f < 0 , g > 0 , h > 0 , g > h  . By substituting each equilibrium point into the determinant   d e t   J   and trace   t r   J  , the stability analysis results of each equilibrium point are shown in Table 4.



From Table 4, there are four equilibrium points when   e > 0 , g > h   and   f < e < 0 , g > h  . The equilibrium point (  1 ,   1  ) is a stable local equilibrium point in the dynamic system. (  0 ,   0  ), (0,    1  ), and (  1 ,   0  ) are unstable points or saddle points. When   e < f < 0 , g > h  , there are five equilibrium points, and the equilibrium point (  x    *  ,   y    *   ) is the center point. The dynamic evolution phase diagrams of the corresponding group under the three circumstances are shown in Figure 9.



	(3)

	
Model discussion







According to the value range of   e ,   f ,   g ,   h  , the evolutionary game system of banks and MSEs can be divided into three cases.



Case 1. (  e > 0 , g > h  ):     α + β   Δ + C +  C 1  − L   1 + r   − p   K + L     1 + μ   > 0 ,     L r − τ C + L +  π ′  > 2 L i − τ C + L   means the credit level of MSEs is high enough: when banks choose to lend, the return of MSEs choosing to repay is higher than the return of choosing to default, and the difference between the return on repayment and the return on default is higher than the return when they borrow from non-bank financing channels; when MSEs choose to repay the loan, the return of banks choosing to lend is higher than the return of choosing to reject the loan. Therefore, the strategy of MSEs and banks is: (repay, lend). In this case, although the replication dynamic equation has four equilibrium points: (  0 ,   0  ), (  0 ,   1  ), (  1 ,   0  ), (  1 ,   1  ), the stable point is (  1 ,   1  ). As shown in Figure 9a, among the four strategy combinations of the game matrix, (  1 ,   1  ) corresponds to a win-win situation for both parties; accordingly, big data credit technology can significantly alleviate the credit rationing of MSEs.



Case 2. (  f < e < 0 , g > h  ):    C 1  − p   K + L     1 + μ   <   α + β   Δ + C +  C 1  − L   1 + r   − p   K + L     1 + μ   ,     L r − τ C + L +  π ′  > 2 L i − τ C + L   means, when banks choose to lend, the return of MSEs choosing to repay minus the return of choosing to default is less than the return of borrowing from non-bank financing channels; however, the return created by the credit level of MSEs is high enough to cover related costs, and MSEs tend to obtain loans from banks, which is their preferred financing channel. When banks choose to lend, the return of MSEs choosing to repay is higher than the return of choosing to default, and MSEs will choose to repay; when MSEs choose to repay, the return of banks choosing to lend is higher than that of choosing to reject the loan, and banks will choose to lend. Although there are four equilibrium points in the replication dynamic equation: (  0 ,   0  ), (  0 ,   1  ), (  1 ,   0  ), (  1 ,   1  ), the stable point is (  1 ,   1  ). As shown in Figure 9b, banks will obtain higher returns and the credit rationing of MSEs will be alleviated.



Case 3. (  e < f < 0 ,   g > h  ):     α + β   Δ + C +  C 1  − L   1 + r   − p   K + L     1 + μ   <  C 1  − p   K + L     1 + μ   ,     L r − τ C + L +  π ′  > 2 L i − τ C + L   means the credit level of MSEs is too low: when banks choose to lend, the return of MSEs choosing to default is higher than that of choosing to repay, and MSEs will choose to default; when MSEs choose to default, banks will obtain higher returns if they choose to reject the loan. The replication dynamic equation has five equilibrium points: (  0 ,   0  ), (  0 ,   1  ), (  1 ,   0  ), (  1 ,   1  ), (   x *  ,    y *   ), where (   x *  ,    y *   ) is the center point and the remaining four equilibrium points are unstable. As shown in Figure 9c, the group strategy state will dynamically fluctuate around the center point (   x *  ,    y *   ) and make periodic adjustments. The center point of the evolutionary game equilibrium is a stable equilibrium point, but it is not asymptotically stable and there is no limit cycle in this dynamic replication system [60]. In this case, it is difficult to determine whether big data credit technologies can alleviate the credit rationing of MSEs.






4. Comparison of MSEs’ Credit Rationing Degree


4.1. Simulation Experiment under the Traditional Mode


Under the traditional mode, the influencing variables of the evolutionary game path between banks and MSEs are   C ,  C 1  , L , r , p ,   K , μ , τ , i ,   λ  . The initial states of  x  and  y  are set to  0  and the evolution process ends at  1 . The parameter values for the simulation experiments are set mainly based on the sensitivity of the factors to the choice of actions of the nodes in the credit system. In reality, it is necessary to analyze the situation on a case-by-case basis. The values of each variable are set as shown in Table 5; the initial values of the following parameters are brought into the replication dynamic equation of the bank-enterprise evolutionary game, and MATLAB is used for numerical simulation analysis.



According to Table 5,   F  x  = x   1 − x     − 98 y + 3    ,   F  y  = y   1 − y     96 x − 95.5    ,    x *  = 0.995 ,  y *  = 0.031  . Through the ode45 function of MATLAB, the strategy evolution path of banks, MSEs, and the game system are shown in Figure 10a–d, respectively, where Figure 10c represents the overall evolution path of the game system, and Figure 10d represents the local evolution situation around the center point of the game system.



From Figure 10a, the evolution path of banks is related to the initial value. When the initial value is small, the evolution path of banks gradually evolves into periodic oscillation around the center point. As the initial value increases, the evolution path of banks gradually evolves to  1 ; i.e., banks choose to lend, and the larger the initial value, the faster the speed of evolving to  1 . Figure 10b shows that the evolution path of MSEs gradually evolves into periodic oscillations around the center point. As can be seen from Figure 10c, in the process of the evolutionary game,  y  fluctuates greatly,  x  also fluctuates up and down with the change of  y , and the evolution path of bank-enterprise strategy is unstable; i.e., banks’ decision changes with the decision of MSEs, and the strategy trajectory oscillates infinitely around the center point and cannot reach equilibrium. In the long run, since the strategy choice has an impact on the payoff matrix of both parties, there is great uncertainty in the co-operation between banks and MSEs, and it is difficult to form a stable co-operative relationship; as a result, the lend strategy and the repay strategy fluctuate constantly, and the credit rationing of MSEs will persist.




4.2. Simulation Experiment under Big Data Credit Technology


Under big data credit technology, in addition to variables   C ,  C 1  , L , r , p ,   K , μ , τ , i  , variables   α , β , Δ ,  π ′    also affect the evolutionary game path between banks and MSEs. According to the model discussion results, by assigning values to each variable, a simulation analysis of the three cases can be obtained.



Case 1. (  e > 0 , g > h  ): set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 90 ,      π ′  = 10  ; therefore,   F  x  = x   1 − x     y + 3   ,     F  y  = y   1 − y     106 x − 95    . The strategy evolution path of banks, MSEs, and the game system are shown in Figure 11a–c, respectively.



From Figure 11, when   e > 0 , g > h  , the evolution path of banks and MSEs evolves to     1 ,   1     over time; i.e., banks choose to lend, and MSEs choose to repay, which shows that the application of big data credit technology can effectively reduce the information asymmetry and MSEs’ willingness to default, so that banks can provide targeted loans, thereby reducing credit risk and, ultimately, obtain a higher return. The credit rationing level of MSEs will be reduced as a result.



Case 2. (  f < e < 0 , g > h  ): set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 88 ,      π ′  = 10  ; therefore,   F  x  = x   1 − x     − 1.2 y + 3   ,     F  y  = y   1 − y     106 x − 95    . The strategy evolution path of banks, MSEs, and the game system are shown in Figure 12a–c, respectively.



From Figure 12, when   f < e < 0 , g > h  , the system evolution path of banks and MSEs gradually evolves into     1 ,   1     over time; i.e., banks choose to lend and MSEs choose to repay. It shows that, under this circumstance, the credit rationing of MSEs becomes significantly alleviated.



Case 3. (  e < f < 0 ,   g > h  ): set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 30 ,      π ′  = 10  ; therefore,   F  x  = x   1 − x     − 65 y + 3    ,   F  y  = y   1 − y     106 x − 95    , and    x *  = 0.896 ,    y *  = 0.046  . The strategy evolution path of the banks, MSEs, and the game system are shown in Figure 13a–c, respectively.



From Figure 13a,b, when   e < f < 0 , g > h  , the evolution paths of banks and MSEs gradually evolve into periodic oscillations around the center point, which is similar to the evolution trajectory under the traditional mode. From Figure 13c, the evolution path of banks and MSEs is extremely unstable over time, and the strategy trajectory oscillates infinitely around the center point, which cannot reach equilibrium. This is because, in this case, the average credit level of MSEs is too low, which will affect the strategy choices of MSEs in the imitation learning process; the decision of MSEs to choose to default will affect the decision of banks to choose to lend. Since the strategy choice has an impact on the payoff matrix of both parties, there will be continuous fluctuations in lending strategy and repayment decisions. Therefore, in this case, the role of big data credit technology in the credit rationing of MSEs is uncertain.




4.3. Comparison of Credit Rationing Degree of MSEs


According to the results of the above analysis, since there are differences in the evolution results of the credit strategy trajectories of banks and MSEs under the three cases, in order to verify whether big data credit technology can alleviate the credit rationing of MSEs, we compare and analyze the differences in the credit rationing of MSEs under the traditional mode and big data credit technology for the three cases through simulation experiments. The probability of banks choosing to reject loans   1 − y   reflects the probability that the MSEs are subject to credit rationing; therefore, the credit rationing level of MSEs   C R   is measured by the probability of banks choosing to reject the loan. Take the initial values of    x 0  = 0.4   and    y 0  = 0.6   to perform the numerical simulation analysis.



Under the traditional mode, set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     λ = 0.5  ; correspondingly,   F  x  = x   1 − x     − 98 y + 3    ,   G  y  = y   1 − y     96 x − 95.5     and    x *  = 0.995 ,  y *  = 0.031  .



Under big data credit technology, for case 1, set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 90 ,      π ′  = 10  ; then,   F  x  = x   1 − x     y + 3    ,   G  y  = y   1 − y     106 x − 95    .



For case 2, set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 88 ,      π ′  = 10  ; then,   F  x  = x   1 − x     − 1.2 y + 3    ,   G  y  = y   1 − y     106 x − 95    ;



For case 3, set   C = 10 ,      C 1  = 150 ,     L = 100 ,     r = 0.05 ,     p = 0.6 ,     K = 50 ,     μ = 0.7 ,     τ = 0.9 ,     i = 0.02 ,     α = 0.5 ,     β = 0.6 ,     Δ = 30 ,      π ′  = 10  ; then,   F  x  = x   1 − x     − 65 y + 3   ,   G  y  = y   1 − y     106 x − 95     and    x *  = 0.896 ,    y *  = 0.046  .



The comparison results of the evolution path of credit rationing for MSEs under the two credit modes for the three cases are shown in Figure 14.



From Figure 14a,b, for cases 1 and 2, under the traditional mode, the credit rationing degree of MSEs evolves from  1  to periodic fluctuations around  1  over time. However, under big data credit technology, the credit rationing degree of MSEs evolves to  1  around the initial point, but rapidly evolves to  0 , indicating that big data credit technology has a significant effect on alleviating the credit rationing of MSEs when the overall credit level of MSEs is high. According to Figure 14c, for case 3, since the overall credit level of MSEs is too low, instead of evolving to  0 , the credit rationing of MSEs will fluctuate periodically above the initial point, but, on the whole, the credit rationing level of SMEs under big data credit technology is still lower than that of the traditional mode, which means that, in any case, big data credit technology is effective in alleviating the credit rationing of MSEs.





5. Discussion


5.1. Challenges of Applying Big Data Credit Technology


The potential of big data technologies is undeniable, but data scientists face different challenges when dealing with large datasets to mine knowledge from these information sources. Oussous et al. (2017) indicated that the application of big data faces challenges in data acquisition, storage, search, sharing, analysis, management, and visualization; in addition, there are security and privacy issues for distributed-data-driven apps [65]. With regard to banks, on the one hand, big data puts forward higher requirements for the bank’s hardware equipment; big data, because they include a large amount of unstructured data, not only require the bank’s hardware equipment to have a higher performance, but also demand the bank’s practitioners to be highly competent. The employees in different departments of the bank need to be competent in applying and analyzing big data to ensure that the role of big data for the bank will be put into practice. On the other hand, big data put forward higher requirements for banks’ data security technology; in the context of big data, banks’ internal databases have stored huge amounts of user data, and the leakage of user data may lead to serious consequences. The occurrence of a large number of undesirable events has illustrated the importance of banks’ data security; in order to avoid the security risks of user information, banks need to improve the security of their information systems. Therefore, it will take time for banks to effectively implement big data credit technology, and they may lack experience at the beginning of the implementation of big data credit technology; moreover, they need to invest, which has huge costs. In the case where the overall credit level of MSEs is too low, the effect of banks’ implementation of big data credit technology may not be perfect; therefore, to better solve the problem of credit rationing for MSEs, it is also necessary to rely on the government’s macro-policy regulation at the same time.




5.2. Future Prospects


With the increasing availability of data, higher levels of data governance, and the integration of big data and artificial intelligence technologies, financial services will integrate deeper with the real economy and create more value. For banks and MSEs, there will be the following trends in the future: Firstly, demand for data security and privacy protection is increasing, and awareness of security and privacy protection is growing. Sensitive information constraints and data security inspection will be the difficult point of user data control on the Internet and mobile. Secondly, the single big data platform will develop into an integrated platform that integrates big data, artificial intelligence, and cloud computing. The traditional single big data platform no longer meets users’ application needs, and the big data analytics platform that integrates big data, artificial intelligence, and cloud computing will become a core system that links the IT system with employees, customers, partners, and the community to the equipment. Thirdly, banks and enterprises will gradually promote digital transformation. More and more banks and enterprises regard “data” as their core resources, assets, and wealth, and have formulated digital transformation strategies to realize the value of data, so as to occupy the new peaks of the digital economy and achieve the development goals of business innovation and intelligence.



From the perspective of the bank–enterprise relationship, traditionally, various financial services of banks to enterprises are mainly completed within the banking system; that is to say, the financial services of banks to enterprises are basically completed independently by banks internally. With the arrival of the big data era, various business segments of traditional banks have been continuously subdivided and outsourced to third-party institutions outside the banking system through a certain degree of standardization, which improves efficiency and realizes the social division of labor. As the degree of digitization continues to increase, external third parties are beginning to have easier and easier access to soft information that was previously available only through close bank–enterprise relationships, and this soft information is no longer exclusively possessed by the bank that maintains a close relationship with the enterprise, but is beginning to be progressively externalized and publicized, and, as a result, the bank–enterprise relationship is expected to undergo significant changes. On the one hand, banks can strengthen the established bank–enterprise relationship by building their own fintech platforms. On the other hand, if banks strengthen their co-operation with third-party technology platforms by sticking to financial segments such as payment, financing, and lending, the bank–enterprise relationship will gradually loosen up. With further development, the phenomenon of financial disintermediation may occur, with platform companies becoming the infrastructure for matching the supply and demand of financial services, and realizing their financial functions exclusively through direct financing and intermediary organizations.




5.3. Contributions


Our study makes three significant contributions to existing research: (1) We explain the persistence of credit rationing for MSEs under the traditional credit mode through an evolutionary game model. And we found that the credit strategies evolutionary trajectory of banks and MSEs under the traditional mode is extremely unstable and cannot reach equilibrium, which is a theoretical interpretation from a new perspective. (2) Different from the previous research on coping strategies for the credit rationing of MSEs, we consider the credit rationing of MSEs as a market mechanism defect; therefore, to alleviate the credit rationing of MSEs, banks need tools to obtain the risk information of MSEs, and big data credit technology provides an opportunity to realize this, and we demonstrated the theoretical feasibility of this strategy. (3) This study also fills the research gap on the impact of big data credit technology on the credit rationing of MSEs. By comparing the evolutionary trajectories of bank–enterprise credit strategies under big data credit technology and the traditional mode through an evolutionary game model, and comparing the extent to which big data credit technology alleviates the credit rationing of MSEs with different credit levels under the two credit modes through simulation experiments, we demonstrate that big data credit technology can effectively alleviate the credit rationing of MSEs, which complements research on the role of big data in the credit market.




5.4. Implications


Our study has some implications for MSEs and banks according to the findings. For MSEs, since the average credit level of MSEs will influence the strategy choices of MSEs in the imitation and learning process, and the strategy choices will have an impact on the payoff matrices of both parties, therefore, when the overall credit level of MSEs is too low, the default decision of MSEs will influence the lending decision of the bank, and, even in the case of the bank’s application of the big data credit technology, the evolution path of the bank and enterprise’s credit strategy is also not stable, and there will be a situation in which the bank’s lending strategy and the repayment decision of the MSEs are constantly fluctuating. When banks investigate the risk of MSEs, they mainly investigate the operational risk of the enterprise and the credibility risk of the owner, while the credibility risk of the owner is more important. According to the financing experience of MSEs around the world, more than half of the risk of MSEs’ loans depends on the honesty of the owner, followed by the operational status of the enterprise. Therefore, MSEs should strive to improve their credit level and optimize the construction of credit systems.



For banks, in the context of big data, the key to the success of banks in the competition lies in the acquisition of data value, and the core of the acquisition of data value lies in the analysis and processing of data; therefore, it is necessary for banks to promote the innovation of big data credit technology by constructing big data analysis platforms to improve the data analysis and processing capabilities. In addition, as an interdisciplinary field, “big data” involves different industries, which not only requires the bank’s big data analysts to have the ability to qualitatively analyze the credit risk, but also requires the big data analysts to have the ability to quantitatively analyze the risk model as well. The future competition of banks is the competition of talents; only by strengthening the cultivation of big data analysis talents can the bank realize better development with the help of big data. Therefore, banks should also pay attention to the cultivation of big data talents and strengthen the construction of a big data talent team.



Additionally, at present, banks tend to use big data technology more frequently in risk control, which is the most desired in the banking industry. However, the essence of risk control cannot create profits, only minimize losses. Therefore, as a tool to improve accuracy, even if the big data risk control technology is highly developed, there will be a limit; the reason is that the profitability of the credit business essentially relies on the net interest margin, and once the risk control technology reaches the limit, the net interest margin cannot be improved. Therefore, banks should turn to precision marketing as the future development direction by using big data technology as a vehicle.





6. Concluding Remarks


In light of the credit rationing phenomenon of MSEs and the opportunities that big data credit technologies provide to address this issue, based on the bounded rationality economic man hypothesis, the evolutionary game model of banks and MSEs under the traditional mode and big data credit technology is constructed, respectively, in this paper. By establishing the replication dynamic equation of the payoff matrix of banks and MSEs, the equilibrium points of the model under the two credit modes are solved, and the Jacobian matrix is constructed to analyze the stability of each equilibrium point; the evolutionary trajectory of bank–enterprise credit strategies under the two credit modes is obtained. In order to further verify the feasibility of big data credit technology in alleviating the credit rationing of MSEs, a simulation experiment is conducted to compare the differences in the credit rationing of MSEs with different credit levels under the traditional mode and big data credit technology.



The results show that the credit strategies evolutionary trajectory of banks and MSEs under the traditional mode is extremely unstable and cannot reach equilibrium; therefore, it is difficult to alleviate the credit rationing of MSEs. However, under big data credit technology, when the overall credit level of MSEs is high, the credit strategies’ evolutionary trajectory of banks and MSEs will eventually evolve into “lend” and “repay”, respectively; as a result, the credit rationing of MSEs will be effectively alleviated. When the overall credit level of MSEs is too low, the credit strategies evolutionary trajectory of banks and MSEs is relatively unstable; accordingly, it is difficult to determine whether big data credit technology can alleviate the credit rationing of MSEs. Nevertheless, the comparison results of the credit rationing of MSEs with different credit levels under the two credit modes show that the credit rationing of MSEs is always lower under big data credit technology than under the traditional mode. Consequently, we come to the conclusion that big data credit technology has a significant effect on alleviating the credit rationing of MSEs. This conclusion enriches the theoretical research on the role of big data credit technology and the credit rationing mechanism of MSEs, which provides a theoretical basis for banks to apply big data credit technology to achieve a win-win situation for both parties.



This study still has the following limitations: This paper demonstrates the feasibility of big data credit technology in alleviating the credit rationing of MSEs only by constructing evolutionary game models and implementing simulation experiments. However, due to data availability, we did not empirically test the theoretical model and conclusions of this paper by collecting real-world data related to the situation of credit rationing for MSEs before and after the implementation of big data credit technologies by banks.



Future research will consider quantifying the impact of banks’ application of big data credit technology on the credit rationing of MSEs by collecting real-world data to validate the theoretical model and conclusions of this paper. Furthermore, how external factors such as government policies, financial market competition, and economic trends affect the effectiveness of the implementation of big data credit technologies is also an important aspect for future research to consider.
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Figure 1. Traditional credit rationing equilibrium and new equilibrium under big data technology without considering enterprise size, where * indicates when credit rationing exists. 
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Figure 2. Traditional credit rationing equilibrium and new equilibrium under big data credit technology when distinguishing between enterprise size, where * and ** refer to the situation before and after the reduction in the opportunity cost of banks’ loanable funds, respectively. 
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Figure 3. Bank–enterprise evolutionary game process. 
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Figure 4. The replication dynamic phase diagrams of MSEs under the traditional mode, where * means the stable state. (a–c) denote the cases when banks choose to lend with a probability equal to, greater than, and less than       C   1   − p   K + L     1 + μ     C +   C   1   − L   1 + r   − p   K + L     1 + μ      , respectively. 
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Figure 5. The replication dynamic phase diagrams of banks under the traditional mode, where * means the stable state. (a–c) denote the cases when MSEs choose to repay with a probability equal to, greater than, and less than     2 L i − τ C + L + λ   L r − τ C + L    , respectively. 
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Figure 6. Replication dynamics between MSEs and banks under the traditional mode. 
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Figure 7. The replication dynamic phase diagrams of MSEs under big data credit technology, where * means the stable state. (a–c) denote the cases when banks choose to lend with a probability equal to, greater than, and less than       C   1   − p   K + L     1 + μ       α + β   Δ + C +   C   1   − L   1 + r   − p   K + L     1 + μ      , respectively. 
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Figure 8. The replication dynamic phase diagrams of banks under big data credit technology, where * means the stable state. (a–c) denote the cases when MSEs choose to repay with a probability equal to, greater than, and less than     2 L i − τ C + L   L r − τ C + L +  π ′     , respectively. 
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Figure 9. The stability of the replication dynamics of the two groups under big data credit technology. 
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Figure 10. Simulation results of the dynamic evolution path under the traditional mode, where (a,b) represent the strategy evolution path of banks and MSEs, (c) represents the overall evolution path of the game system, (d) represents the local evolution situation around the center point of the game system. 
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Figure 11. Dynamic evolution path simulation results under big data credit technology (Case 1), where (a–c) represent the strategy evolution path of banks, MSEs and the game system respectively. 
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Figure 12. Dynamic evolution path simulation results under big data credit technology (Case 2), where (a–c) represent the strategy evolution path of banks, MSEs and the game system respectively. 
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Figure 13. Dynamic evolution path simulation results under big data credit technology (Case 3), where (a–c) represent the strategy evolution path of banks, MSEs and the game system respectively. 
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Figure 14. Evolution paths of credit rationing for MSEs under different credit modes. 
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Table 1. The payoff matrix of the evolutionary game.
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Game-Agent

	
Bank




	
Lend    y   

	
Reject    1 − y   






	
MSEs

	
Repay   x  

	
   L   r − i   − λ ,   

   p   K + L     1 + μ   − ξ C − L ( 1 + r )   

	
   L i ,   

     p   K + L     1 + μ   − C   1     




	
Default   1 − x  

	
   τ C − λ − L   1 + i   ,   

   p   K + L     1 + μ   − C   1 + ξ     

	
   L i ,   

   0   











 





Table 2. Stability analysis results of each equilibrium point under the traditional mode.
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	Equilibrium Point
	    d e t J    
	    t r J    
	Result





	   ( 0 , 0 )   
	   −   
	   ±   
	Saddle point



	   ( 0,1 )   
	   −   
	   ±   
	Saddle point



	   ( 1,0 )   
	   −   
	   ±   
	Saddle point



	   ( 1,1 )   
	   −   
	   ±   
	Saddle point



	(    x   *   ,   y   *    )
	   +   
	   0   
	Center point







Note: “  ±  ” means that the symbol cannot be determined, * indicates stable state.













 





Table 3. The payoff matrix of the evolutionary game under big data credit technology.
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Game-Agent

	
Bank




	
Lend    y   

	
Reject    1 − y   






	
MSEs

	
Repay   x  

	
   L   r − i   +   π   ′   − s ,   

   p   K + L     1 + μ   + α Δ − L ( 1 + r )   

	
   L i − s   

     p   K + L     1 + μ   − C   1     




	
Default   1 − x  

	
   τ C − L   1 + i   − s ,   

   p   K + L     1 + μ   − C − β Δ   

	
   L i − s ,   

   0   











 





Table 4. Stability analysis results of each equilibrium point under big data credit technology.
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Parameter Range

	
      0 , 0      

	
      0 , 1      

	
      1 , 0      

	
      1 , 1      

	
   (  x *  ,  y *    )






	
   e > 0   

   g > h   

	
   d e t   J   

	
  −  

	
  +  

	
  −  

	
  +  

	




	
   t r   J   

	
  ±  

	
  +  

	
  ±  

	
  −  

	




	
Result

	
Saddle point

	
Unstable point

	
Saddle point

	
   E S S   

	




	
   f < e < 0   

   g > h   

	
   d e t   J   

	
  −  

	
  +  

	
  −  

	
  +  

	




	
   t r   J   

	
  ±  

	
  +  

	
  ±  

	
  −  

	




	
Result

	
Saddle point

	
Unstable point

	
Saddle point

	
   E S S   

	




	
   e < f < 0   

   g > h   

	
   d e t   J   

	
  −  

	
  −  

	
  −  

	
  −  

	
  +  




	
   t r   J   

	
  ±  

	
  ±  

	
  ±  

	
  ±  

	
  0  




	
Result

	
Saddle point

	
Saddle point

	
Saddle point

	
Saddle point

	
Center point








Note: “ ± ” indicates the symbol cannot be determined, where * means the stable state.













 





Table 5. Initial values of numerical simulation parameters.
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	Parameters
	Variable Meaning
	Value





	  C  
	Collateral requirements (Unit: ¥10,000)
	10



	    C 1    
	Amount to be repaid for borrowing from non-bank financing institutions and the borrowing cost of MSEs (Unit: ¥10,000)
	150



	  L  
	Loan amount (Unit: ¥10,000)
	100



	  r  
	Interest rate
	0.05 1



	  p  
	The success probability of MSEs’ project
	0.6



	  K  
	Private wealth of MSEs (Unit: ¥10,000)
	50



	  μ  
	Return on capital when MSEs’ project is successful
	0.7



	  τ  
	Realization rate of collateral
	0.9



	  i  
	The risk-free rate of return on bank loans
	0.02



	  λ  
	Transaction cost per loan by the bank (Unit: ¥10,000)
	0.5







1 Slightly higher than the benchmark interest rate of 4.35% set by the People’s Bank of China in 2021 (considering one-year loans).
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