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Abstract: Chatbots and voice assistants are digital transformers of the interface between companies
and customers. They have become part of the current practice of companies and represent a distinct
domain of business research. This trend is significant in the broad business context marked by the
digital transformation of companies, the fast development of e-commerce and the omnichannel
behavior of customers. This article is a systematic review of the high-quality business research
literature on chatbots and voice assistants. The purpose of this review is to critically analyze the
current status of this literature from the perspective of the theories, contexts, characteristics and
methodologies applied. The final aim of this review is to support the domain of study by suggesting a
relevant agenda for future research. This review brings several contributions to the research domain,
including the following: the identification of the main streams of high-quality business research
in function of the theories in which the studies are grounded; the development of a conceptual
framework of the investigated variables (antecedents, mediators, moderators and consequences);
the creation of a conceptual framework of the humanlikeness of chatbots and voice assistants;
the development of a conceptual framework of the consumer experience with chatbots and voice
assistants and the presentation of insights for business practice.

Keywords: chatbot; voice assistant; conversational agent; digital transformation; theory, context,
characteristics and methodology (TCCM) framework; business research; systematic literature review

1. Introduction

The conversational agents (CAs) operationalized as chatbots and voice assistants
(VAs) have become part of the daily activities of businesses and customers. This trend is
significant in the broad business context marked by factors such as the digital transforma-
tion of businesses, the fast development of e-commerce and the omnichannel behavior of
customers. There is an increasing tendency toward the use of CAs in contact centers and
in the following sectors: e-commerce and retailing, banking, telecommunications, travel
and hospitality, etc. The importance of chatbots and VAs stems from their roles as digital
transformers of the interface between companies and their customers, by facilitating the
electronic interactions in a business environment in which the digital dimension either
co-exists with or replaces the physical dimension.

The future significance of CAs for businesses and consumers is underlined by the
medium-term predictions. In 2021, Juniper Research forecasted that by 2025, chatbots will
process purchases amounting to USD 145 billion, which will represent half of the global
retail spend of USD 290 billion in the conversational commerce [1]. Additionally, artificial
intelligence (AI) enhances the capabilities of CAs for customer service in contact centers
and gradually develops the potential of CAs to partially or completely replace the human
agents. In August 2022, Gartner estimated that use of conversational AI in contact centers
will decrease agent labor costs by USD 80 billion in 2026 [2].
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This article is a systematic review of the high-quality business research literature
on CAs operationalized as chatbots and VAs. The purpose of this review is to critically
analyze the current status of the literature from the perspective of the theories, contexts,
characteristics and methodologies applied by researchers. The final aim of this review is to
contribute to further research by suggesting a clearly structured and relevant agenda able
to support future efforts to develop this domain of study. Additionally, implications for
practitioners are underlined and focus on the CA-related actions that might be initiated by
executives and professionals to fulfill business and marketing objectives.

Business researchers describe CAs as “computer systems” [3] (p. 875), “computer
programs” [4] (p. 49) or “virtual autonomous technological entities” [5] (p. 180). The
range of CAs that can be studied is relatively diverse and includes bots on messaging
platforms, chatbots used for customer service on websites, digital/voice assistants, voice
control integrated in consumer electronics and other information systems [3,6].

The current technical research develops the capabilities of CAs by means of natural
language processing and AI algorithms. The intelligent CAs (powered by AI) are able
to “understand and produce natural language, learn from experience and portray emo-
tions” [7] (p. 59). An evolving trend is the design of anthropomorphic AI-powered chatbots.
They can simulate human beings and human conversations to the point that users think
they are interacting with a real person [8]. Nevertheless, the emotional exchange specific to
the communication between humans is absent in the case of chatbot–human communica-
tion [9]. Another trend is the creation of virtual/disembodied VAs (e.g., Amazon Alexa,
Google Assistant, Apple Siri, Microsoft Cortana), which are “goal-oriented CAs” [10] (p. 2),
being able to help users to reach their objectives.

Scholars consider that chatbots play a role in digital business transformation [11]. CAs
can contribute to the digital transformation (DT) of companies and industries. The im-
provement objectives of the DT are achieved at societal, industrial and organizational levels
by means of “combinations of information, computing, communication, and connectivity
technologies” [12] (p. 121). DT generates changes in organizations through the diffusion of
digital technologies [13]. During the period 2018–2020, DT went through a thriving stage
of evolution [14]. As a result, the research on chatbots and VAs gained momentum.

The business research literature on chatbots and VAs developed progressively during
the past two decades. Recent reviews of the business research literature analyze aspects
of high interest such as conversational commerce [15]; the impact of chatbots on cus-
tomer loyalty [16]; factors influencing the adoption of CAs [17]; anthropomorphism in
service provision [18] and human-like communication in CAs [19]. A recent review by
computer scientists [20] (p. 1) uncovered the absence of studies that combine “self-learning,
personalization, and generative-based responses for the same business solution”.

At present, while reviews on CAs such as chatbots and VAs exist in the business
literature, there is no systematic review that provides an analysis of the theories, contexts,
characteristics and methodologies (TCCM) used in the high-quality business research
literature on CAs operationalized as chatbots and VAs. Such a review would be necessary
in order to evaluate the current status and identify the next steps for research and practice.
This article is a systematic review that aims to contribute to bridging this knowledge gap
by providing a critical analysis based on the TCCM framework [21] and by suggesting a
structured agenda for further business research on chatbots and VAs.

This review brings the following contributions to the analysis of the high-quality
business research on chatbots and VAs: the identification of the main streams of high-
quality business research in function of the theories in which the studies are grounded;
the elaboration of the list of theories from different domains, which are applied in the
high-quality business research on chatbots and VAs; the development of a conceptual
framework of the investigated variables; the creation of a conceptual framework of the
humanlikeness of chatbots and VAs; the development of a conceptual framework of the
consumer experience with CAs operationalized as chatbots and VAs; uncovering insights
for practice by underlining the actions to be accomplished by businesses in order to achieve
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objectives related to chatbots and VAs; the creation of an agenda for further research by
underlining the main directions related to each component of the TCCM framework.

The next sections of the article refer to the following aspects: review methodology;
bibliometric aspects; review results based on the TCCM framework; discussion of the results
of this review; conclusions; implications for business practice and future research agenda.

2. Review Methodology

This review applies the systematic approach which is used and recognized by the
research community [22]. From a taxonomic perspective, this review belongs to the category
of framework-based reviews [23]. Experts consider that reviews based on frameworks (e.g.,
TCCM) can have a stronger impact than bibliometric or narrative reviews [24]. The design
of this review meets the needs for rigor, transparency and replicability [25,26].

This review process consists in the following steps: (a) definition of the review’s
purpose; (b) formulation of the review questions; (c) setting the protocol to be applied for
the search and screening of records/documents; (d) application of the protocol; (e) TCCM-
focused analysis of the articles identified on the basis of the protocol; (f) presentation and
discussion of the review’s results and (g) development of the future research agenda.

The purpose of this review is to critically analyze the high-quality business research
literature on chatbots and VAs, from the perspective of the TCCM framework, as well as to
develop an agenda for further research. The review questions are the following:

RQ1: What theories, contexts, characteristics and methodologies are used in the
high-quality business research on chatbots and voice assistants?

RQ2: What is the conceptual framework of the humanlikeness of chatbots and
voice assistants?

RQ3: What is the conceptual framework of the consumer experience with chatbots
and voice assistants?

The protocol elaborated for record search and screening is presented in Table 1.

Table 1. Protocol for record search and screening.

No. Protocol Sections Section Description

1 Indexes/databases to be searched Web of Science (SSCI), Scopus, Science Direct, ABI/INFORM,
Emerald Insight

2 Terms for the search string Chatbot, voice bot, voice assistant, conversational agent
(The search string connected terms by means of the Boolean operator “OR”)

3 Search locus Title, abstract and keywords of the records

4 Eligibility criteria

(a) Type of published record
• To be included: articles published in scientific/scholarly
peer-reviewed journals
• To be excluded: articles published in non-scientific and
non-peer-reviewed journals, reviews, editorials, conference papers, book
chapters, etc.
(b) Year of final publication
• To be included: 1 January 2001–31 December 2021
• To be excluded: “early access” or “in press” articles, records finally
published after 31 December 2021
(c) Language
• To be included: records in English
• To be excluded: records in other languages
(d) Journal domain/subject area
• To be included: business or business-related domains (marketing,
management, decision support systems, etc.)
• To be excluded: other domains/subject areas
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Table 1. Cont.

No. Protocol Sections Section Description

4 Eligibility criteria

(e) Journal rating in the Academic Journal Guide (AJG) 2021 of the Chartered
Association of Business Schools (CABS) [27]
• To be included: ratings of 3, 4 or 4* in the AJG of 2021
• To be excluded: no ratings or ratings of 1 and 2 in the AJG of 2021
(f) Availability of a full-text file
• To be included: available
• To be excluded: not available
(g) Relevance to the review purpose and question
• To be included: relevant
• To be excluded: not relevant

5 Record inclusion/exclusion method By means of the automatic tools of indexes/databases, followed
by human verification

Note: 3, 4 and 4* are journal ratings.

The application of the protocol is based on the PRISMA 2020 flow diagram [28] (p. 5).
Figure 1 presents the results of the record search and screening.

Based on the PRISMA flow diagram, 41 articles [3–8,10,29–62] were included in this
review. The reviewed articles were published in 13 journals. Thus, this review meets
the requirement to consider a minimum of 40–50 relevant articles published in at least
10–20 significant journals [23].

Along the steps of the review process, bias minimization was a priority and was
achieved in the following ways: application of the systematic review approach [26]; rigorous
succession of review steps [26,63]; consistent use of the TCCM conceptual framework [21]
and elaboration and implementation of a clear protocol for record search and screening.

This review was made according to the TCCM framework. The relevant information
from each article was extracted and included in electronic forms. In this article, the results
of this review are presented and discussed via the TCCM component. Based on these
results, the future research agenda highlights the main directions for the development of
the high-quality business research on chatbots and VAs.
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3. Some Bibliometric Features

Table 2 presents the journals that published the reviewed articles.

Table 2. The list of journals that published the articles analyzed in this review.

Journal Title Journal Rating in AJG 2021 No. of Articles %

Accounting Review 4* 1 2.44

Decision Support Systems 3 2 4.88

Industrial Marketing Management 3 1 2.44

Information & Management 3 1 2.44

International Journal of Contemporary
Hospitality Management 3 4 9.75

International Journal of Production Research 3 1 2.44

Journal of Business Research 3 11 26.83

Journal of Interactive Marketing 3 3 7.31

Journal of Management Information Systems 4 1 2.44

Journal of the Academy of Marketing Science 4* 2 4.88

Marketing Letters 3 2 4.88

Marketing Science 4* 1 2.44

Psychology & Marketing 3 11 26.83

Total 41 100.00

Note: 3, 4 and 4* are journal ratings.

The articles were published in 13 high-quality journals with ratings of 3, 4 or 4* in the
AJG 2021 [27], in business and business-related categories. The journals with the rating of
3 published the majority of the reviewed articles (87.8%).

The 41 articles are distributed by year of publication as follows: 1 in 2007; 1 in
2017; 2 in 2019; 10 in 2020 and 27 in 2021. During two decades (2001–2021), few articles
were published on chatbots and VAs in these journals. Recently, the interest of business
researchers in such topics increased substantially. The high-quality business research on
chatbots and VAs is currently in an early growth stage of development. One of the causes
of this situation is the initial focus on the study of the technical capabilities of CAs due
to the emergence of research in the domain of computer science [3]. Time is necessary to
expand research to the human and business perspective of the interactions with chatbots
and VAs.

Journal of Business Research and Psychology & Marketing are the two leading journals that
contributed the most (53.8%) to the number of the high-quality business research articles on
chatbots and VAs. Almost half (48.8%) of the reviewed articles were published in journals
on marketing topics, which underlines the importance of the CA–user interactions.

4. Results

The results of this review are structured using components of the TCCM framework.

4.1. Results: Theories

Many of the reviewed articles (70.73%) are based on one or more guiding theories, but
a large share of the articles (29.27%) do not specify such theories.

One of the contributions of this review consists of identifying the following four
research streams, respectively: stream 1—research based on theories of human behavior
(12 articles, 29.27% of the 41 articles); stream 2—research based on theories of interac-
tions and relations between information systems (ISs) and humans (11 articles, 26.83%);
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stream 3—research based on theories of communication and personal information disclo-
sure (9 articles, 21.95%) and stream 4—research based on theories of anthropomorphism
(5 articles, 12.20%). Another contribution of this review consists of providing a synoptic
perspective of the theories applied in the studied articles. For each theory, Table 3 outlines
the following aspects: the year when the theory appeared for the first time in the published
literature, founder(s) of the theory and reviewed articles that apply that theory.

Table 3. Theories employed in the reviewed articles 1.

Research Streams
Based on Theories
(No. of Articles, % 2)

Year 3 Theory/Model Domain Founder(s) of the Theory Reviewed Articles

Research stream
1—based on theories
of human behavior
(12 articles, 29.27%)

1958 Social influence
theory Sociology Kelman [64] [48]

1966 Reactance theory Psychology Brehm [65] [52]

1975 Theory of reasoned
action Psychology Fishbein and Ajzen [66] [41]

1980 Expectation
confirmation theory Psychology Oliver [67] [29]

1983
Diffusion of
innovation (DOI)
theory

Communication Rogers [68] [40]

1985 Self-determination
theory Sociology Deci and Ryan [69] [38]

1989
Technology
acceptance model
(TAM)

Information
technology Davis [70] [46,47,50,51]

1998
Paradoxes of
technological
products

Marketing Mick and Fournier [71] [53]

2001 Social cognitive
theory Psychology Bandura [72] [29]

2003
Unified theory of
acceptance and use of
technology (UTAUT)

Information
technology

Venkatesh, Morris, Davis and
Davis [73] [48,51]

2005 Behavioral reasoning
theory Psychology Westaby [74] [41]

2012 UTAUT2 Information
technology Venkatesh, Thong and Xu [75] [51]

2018
Service robot
acceptance model
(sRAM)

Information
technology

Wirtz, Patterson, Kunz, Gruber,
Lu, Paluch and Martins [76] [5]

Research stream
2—based on theories
of interactions and
relations between
information systems
(ISs) and humans
(11 articles, 26.83%)

1956 Parasocial theories Sociology Horton and Wohl [77] [51,62]

1959 Social exchange
theory Sociology Thibaut and Kelley [78] [43]

1968 Information
processing theory Psychology Atkinson and Shiffrin [79] [58,60]

1980 Assemblage theory Philosophy Deleuze and Guattari [80] [38]

1986 Triangular theory of
love Psychology Sternberg [81] [36]

1990 Flow theory Psychology Csikszentmihalyi [82] [29]

1992 Information systems
success model Information systems DeLone and McLean [83] [40]

1994 Trust–commitment
theory Marketing Morgan and Hunt [84] [40,53]

1996 Hoffman and
Novak’s model Hoffman and Novak [85] [40]

2000 Cognitive absorption
theory

Information
technology Agarwal and Karahanna [86] [29]

2000 Social response
theory Sociology Nass and Moon [87] [39,58]

2007 Attachment theory Psychology Mikulincer and Shaver [88] [43]
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Table 3. Cont.

Research Streams
Based on Theories
(No. of Articles, % 2)

Year 3 Theory/Model Domain Founder(s) of the Theory Reviewed Articles

Research stream
3—based on theories
of communication
and personal
information
disclosure
(9 articles, 21.95%)

1961 Social judgment
theory Communication Sherif and Hovland [89] [55]

1967 Privacy theories Law Westin [90] [4]

1976 Social presence
theory Psychology Short, Williams

and Christie [91] [3–5,30,42,46]

1986 Media richness
theory Communication Daft and Lengel [92] [42]

1989 Expectation violation
theory Communication Burgoon, Newton, Walther and

Baesler [93] [6]

2004 Similarity attraction
theory Psychology Burger, Messian, Patel, del

Prado and Anderson [94] [49]

Research stream
4—based on theories
of
anthropomorphism
(5 articles, 12.20%)

1970 Uncanny valley
theory Psychology Mori [95] [50]

2007
Three-factor theory
of
anthropomorphism

Psychology Epley, Waytz and Cacioppo [96] [57]

2009 Realism
maximization theory

Human–computer
interaction

Groom, Nass, Chen, Nielsen,
Scarborough and Robles [97] [48]

2013
Humanization and
dehumanization
theories

Psychology Haslam, Loughnan and
Holland [98] [31,56]

Note: 1 The articles that employed more than one theory were considered separately for each theory. Thus, the
total number of article entries is higher than the number of reviewed articles. 2 Percentages are calculated of the
total number of reviewed articles. 3 Year when main aspects related to the theory were mentioned for the first
time in a publication.

This review identifies a large theoretical portfolio which includes 35 theories, but the
development of the research streams is uneven in terms of the number of theories em-
ployed. Together, the streams 1 and 2 encompass a larger number of theories (25 theories)
compared with the other two streams (10 theories). Each stream started with a core of
mature theories that were validated by different researchers along the time, and pro-
gressively added newer theories. Examples of mature theories are those that refer to
the acceptance, use and intention to continue to use technology (e.g., diffusion of inno-
vation theory—DOI, technology acceptance model—TAM, unified theory of acceptance
and use of technology—UTAUT); the theories of human interaction and relations, which
were also validated in the human–computer interaction (HCI) domain (e.g., information
processing theory, social exchange theory, attachment theory, triangular theory of love,
trust–commitment theory) and theories of anthropomorphism (e.g., uncanny valley theory).
Besides the service robot acceptance model published in 2018, the most recent theories date
back to 2012 (UTAUT2) and 2013 (humanization and dehumanization theories).

4.2. Results: Context

The main aspects that describe the research context of the reviewed articles are the fol-
lowing: types of CAs, domains of CA use and countries where primary data were collected.

Chatbots are the type of CAs approached by the most reviewed articles (63.41%),
followed by VAs (34.51%), while few articles (2.44%) investigated both chatbots and VAs.

The domains of CA use (specified in 60.98% of the articles) are relatively diverse
and encompass different service sectors including e-commerce—e.g., [30,32]; retailing of
luxury fashion brands [33]; hospitality and tourism—e.g., [38,41]; financial services [37,45];
banking [39]; health care services [31,61]; real estate [29]; telecommunication services and
car rental [52] and auto insurance [53]. Other domains of CA use are the food and beverage
sector [60], customer service [5,57] and internal audit in companies [49].

Regarding the country where the primary data were collected, the USA ranges first
(46.34% of the reviewed articles). In contrast, fewer articles considered other countries, as
follows: United Kingdom (9.76%), Canada (9.76%), Australia (4.88%), India (7.32%), etc.
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4.3. Results: Characteristics

The information on the relationships between the characteristics/variables inves-
tigated by the researchers is available in the empirical research articles which present
quantitative studies of bivariate or multivariate relationships (33 articles, 80.49% of the
41 reviewed articles). The rest of the articles [4,7,8,32,34,54,56,59] are conceptual or do not
include such studies.

This review identifies the studied variables, their role in the research studies (an-
tecedents, mediators, moderators and consequences) and the main aspects to which
they refer.

The antecedents examined by researchers focus on the user, utilitarian attributes of
CA and hedonic attributes of CA. The antecedents related to the user include variables such
as consumer values [41]; reasons for/against the adoption of AI-enabled services [41]; the
need for human interaction [53]; technology anxiety [50,53]; performance expectation [48]
and effort expectation [48]. The following variables range among antecedents related
to the utilitarian attributes of CA: autonomy [44]; perceived intelligence [50]; perceived
usefulness [50,51]; perceived ease of use [50,51]; privacy concerns [51,53] and perceived
risk [48]. The hedonic attributes of CA encompass variables such as enjoyment [51] and
social presence [51].

The variables examined as mediators refer to the following main aspects: user, CA and
the interaction between user and CA. The variables related to the user are psychological
power [60] and brand–self distance [39]. The variables related to the CA are anthropo-
morphism/humanlikeness/humanness [31,48,57,62] and empathy [45]. The variables
that describe the interaction between the user and CA are the following: communication
accuracy, credibility and competence [33]; cognitive absorption [29]; consumer engage-
ment [47,48]; negative emotions [53]; feeling of passion [36]; feeling of intimacy [36];
trust [5,29,37,42,49,53]; social attraction [42,49]; parasocial relationships [62]; relationship
quality [43]; perceived value co-creation [41] and perceived performance [52].

The researchers investigated several moderators which refer to the user; the CA;
the interaction between the user and CA and the product. The variables related to the
user are the following: technology expertise [5,43]; innovativeness [35]; preference for
human interaction [5]; time orientation [56]; self-esteem [43] and brand affiliation [39]. The
variables that refer to the CA are activation [52] and localization [47]. The variables that refer
to the interaction between the user and CA are the interaction style [62]; interactivity [44]
and expectation violation [6]. Besides these, the product type was studied as a moderating
variable [62].

This review identifies numerous variables referring to the consequences/outcomes, re-
spectively, as follows: acceptance/adoption of CA; intentions; actual use of CA; user experi-
ence; satisfaction; purchase and loyalty. The variables that refer to the acceptance/adoption
of CA are customer acceptance [5] and recommendation acceptance [37]. The intentions
are described by variables such as the use/adoption intention [51,57]; reuse/continued use
intention [29,36,41,42,48]; brand usage intention [46]; purchase intention [46,55,58]; word-
of-mouth intention [36] and electronic word-of-mouth intention [36]. The actual use of CA
is studied by means of the following variables: actual usage [50] and actual (re)use [48].
The user experience is investigated as a distinct variable [40,52]. With regard to satisfaction,
the following variables are identified: satisfaction with the chatbot [33,38,43,61] and choice
satisfaction [52]. The variables related to purchases are the willingness to purchase [60]
and the purchase rate [45]. The loyalty is examined by means of variables such as loyalty
toward the chatbot [53]; loyalty toward the company [47] and brand loyalty [35].

On the basis of the above-mentioned information on the studied characteristics, this
review suggests a conceptual framework of the variables investigated in the high-quality
business research on chatbots and VAs (see Figure 2).
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The use of humanlike CAs is an evolving domain of business research. This review
contributes to this area of study by suggesting several distinct dimensions of the human-
likeness of chatbots and VAs and by associating to each dimension the corresponding
variables analyzed in the reviewed articles. The proposed dimensions are the following:
morphological design features; “own mind”, knowledge and intelligence; communica-
tion skills and conversational performance; humanlike emotions and behavior and social
dimension. The dimension referring to the morphological design features includes the fol-
lowing variables: gender [31]; type of chatbot (human or not humanlike appearance) [52];
visual appearance [40]; perceived similarity (between user and embodied CA) [49] and
sensory appeal [40]. The dimension focused on “own mind”, knowledge and intelligence
includes the following variables: expertise [49]; perceived knowledge [45] and perceived
intelligence [46,50]. The dimension communication skills and conversational performance en-
compasses a larger number of variables, such as verbal elements [40]; anthropomorphic
conversation style (warm vs. competent) [55]; type of initial message of a chatbot (warm vs.
competent) [39]; conversational capability [6]; tailored responses [3]; response variety [3];
error-free chatbot vs. clarification chatbot vs. error chatbot (ability to resolve or avoid mis-
communication errors) [57]; perceived anthropomorphism regarding natural language [57];
perceived interactivity [44]; communication competence [33] and perceived conversational
engagement of CA [6]. The dimension humanlike emotions and behavior encompasses the fol-
lowing variables: perceived empathy [45]; perceived humanness [5]; perceived agency [61]
and focused attention [40]. The social dimension is investigated in several studies by means
of variables such as social presence [3,5,42,46,49,51] and perceived social interactivity [5].

Based on the above-mentioned dimensions and variables, this review suggests the
conceptual framework of the humanlikeness of chatbots and VAs, which is presented in
Figure 3.

This review highlights that communication skills and conversational performance
represent the most studied humanlikeness dimension in terms of the diversity of the
variables considered. The morphological design features of the CAs were analyzed by the
researchers, but there are features that can be further studied, such as age, ethnicity, facial
traits, etc. The other dimensions and their impact on users were less studied and represent
areas for further research.

This review contributes to the field of study by providing a conceptual framework
of the consumer experience (CX) with chatbots and VAs. The framework consists of the
following three interrelated modules: CX generators (stimuli that determine CX); actual CX
(combination of functional, rational, emotional, sensorial, social and relational dimensions)
and the CX evaluation by each consumer.

The first module of the conceptual framework consists of the CX generators, respec-
tively, in stimuli related to the CA (chatbot/VA), consumer/user and interaction environ-
ment. The module referring to the actual CX (consumer responses/reactions to stimuli)
underlines several dimensions including functional/pragmatic; rational/cognitive; emo-
tional; sensorial; social and relational. The functional dimension includes aspects such
as the perceived ease of use [5] and perceived usefulness [61]. The rational/cognitive
dimension encompasses a larger range of aspects including cognitive absorption [29]; per-
ceived intelligence [46]; perceived risk [35]; engagement [48]; consumer engagement [47];
perceived conversational engagement [6]; perceived partner engagement [3]; perceived
knowledge of chatbot [45]; perceived task attraction [42]; perceived choice difficulty [52];
psychological reactance [52]; perceived performance [52]; choice confidence/certainty [52]
and inferred uniqueness of treatment from the bots [31]. The emotional dimension encom-
passes aspects such as perceived creepiness [53]; negative emotions [53]; perceived empathy
of the chatbot [45]; feeling of passion for VA technology [36]; feeling of intimacy with VA
technology [36] and commitment to VA technology [43]. The sensorial dimension of the CX
with the CA is described by the perceived media richness [42]; challenges/arousal [40] and
entertainment [40]. The social dimension includes perceived social presence [42]; perceived
social attraction [46]; perceived agency [61]; perceived humanness/anthropomorphism [48]
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and perceived social interactivity [5]. The relational dimension is underlined by variables
such as perceived trust in the VA [37]; distrust [46]; rapport [5]; the user’s perceived psycho-
logical power [60]; parasocial relationships with the VA [62] and perceived intrusiveness of
the VA [44]. The third module of the conceptual framework of the CX with chatbots and
VAs refers to the experience evaluation by consumer. This module is described by aspects such
as information quality [40]; service quality [40]; perceived quality of the relationship [43];
perceived novelty value [35]; perceived value co-creation [41]; expectation violation [6]
and customer satisfaction with the product/service [40]. Figure 4 presents the conceptual
framework with the three modules and the associated variables.
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This review identifies that rational dimension is the most studied CX dimension
in terms of the diversity of the analyzed variables. Future research can improve the
understanding of the emotional, sensorial, social and relational dimensions of the CX.

4.4. Results: Methodology

Within the TCCM framework, the “Methodology” component was studied in the
case of 36 empirical articles (87.80% of the total number of reviewed articles), with the
other five articles being conceptual [4,7,8,34,56]. Researchers incline toward quantitative
studies (34 articles, 94.44% of the 36 articles) in contrast with qualitative studies (10 articles,
27.78%). Eight articles (22.22%) used both quantitative and qualitative research methods.

The main quantitative methods based on the primary data are survey and experi-
ment. Online surveys are preferred—e.g., [30,36,42,48]. The experiments rely on designs
such as the 2 × 2 factorial design—e.g., [3]; 3 × 3 design—e.g., [29]; within-subjects
design—e.g., [10,31] and between-subjects design—e.g., [6,58].

In quantitative studies, the most applied analytical methods are factor analysis and
structural equation modeling (SEM). The types of factor analysis are confirmatory factor
analysis (CFA)—e.g., [29,33,35]; exploratory factor analysis (EFA)—e.g., [3,30,58]; principal
component analysis (PCA) factor analysis—e.g., [47,51,59] and Harman’s single-factor
test—e.g., [41,44,50].

Numerous articles employed SEM, such as covariance-based structural equation mod-
elling (CB-SEM)—e.g., [36,51] and Partial Least Squares Structural Equation Modelling
(PLS-SEM)—e.g., [5,38,49]. Additionally, the researchers used SEM-related methods, re-
spectively, the maximum likelihood estimation method [29] and the Common Latent Factor
(CLF) analysis [29,46].

The “Methodology” analysis also refers to the composition of samples used in the
33 articles comprising quantitative research based on the primary data. The majority of the
articles used consumer samples (27 articles, 81.82% of the 33 articles). Few articles used stu-
dent samples (nine articles, 27.27%), either exclusively (six articles, 18.18%)—e.g., [33,49,61]
or besides consumer samples (three articles, 9.09%), respectively [3,39,62], to investigate
the use of CAs.

5. Discussion

The critical discussion of this review’s results is presented using a component of the
TCCM framework.

5.1. Discussion about Theories

This review identifies 35 theories applied to the study of chatbots and VAs in 29 of
the 41 reviewed articles. These numbers indicate a fragmentation of research in terms
of the theories employed. This fact is justified by the need for researchers to use various
theoretical lenses to investigate new and evolving topics. Such an approach is useful in the
current early growth stage of the high-quality business research on chatbots and VAs.

This review uncovers the following four distinct research streams, respectively, based
on the applied theories: theories of human behavior (stream 1); theories of interactions and
relations between information systems (ISs) and humans (stream 2); theories of communi-
cation and personal information disclosure (stream 3) and theories of anthropomorphism
(stream 4). There are significant differences between the research streams in terms of
the number of theories employed. The streams 3 and 4 rely on fewer existing theories,
which indicates a potential need for theory-building in the research on communication and
personal information disclosure, as well as on anthropomorphism.

The theories differ in terms of incidence within the pool of reviewed articles. The
theories with the highest incidence are the social presence theory (six articles in the research
stream 3) and the technology acceptance model (five articles in the research stream 1).
The main reason for such incidence levels is the maturity reached by these well-known
theories focused on communication and, respectively, on behavior. A critical aspect is
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that more recent theories have lower incidences, which reveals an insufficiently exploited
theoretical potential.

A share of 55.17% of the 29 reviewed articles grounded in theories applied more than
one theory. This is a positive fact that is justified by the current stage of evolution during
which researchers explore the relevance of various theories to the use of CAs. Another
reason is the novelty and complexity of the interactions between humans and CAs.

Many of the 41 reviewed articles (12 articles, 29.27%) do not mention a guiding theory.
This fact is justified by the current early growth stage of the high-quality business research
on chatbots and VAs. Further progress toward superior stages of evolution generates a
strong need for an increase in the number of studies grounded in theories.

5.2. Discussion about Context

Most reviewed articles focus on chatbots, and fewer articles refer to VAs. The main
reason is the earlier emergence of the chatbot technology compared to the VA technology.
Another reason is the increase in the use of chatbots for customer service.

Among the main service industries, researchers studied the use of CAs in retailing
(19.51% of the reviewed articles), and in hospitality and tourism (17.07%). These sectors
were chosen due to the present context marked by the fast development of electronic
commerce and by the ascending consumer demand for new international experiences.

Many of the reviewed articles include the direct research for which the primary data
were collected in the United States. This fact is the result of the more developed use of CAs
in the USA compared to other countries. Another reason is the availability of platforms
such as the Amazon Mechanical Turk, which can be used for respondent recruitment.

5.3. Discussion about Characteristics

Business researchers studied the relationships between the antecedents, consequences,
mediating and moderating variables which refer to the use of CAs such as chatbots and
VAs. This review develops a conceptual framework of the variables investigated in the
high-quality business research on chatbots and VAs (see Figure 2). This framework reveals
that high-quality business research on chatbots and VAs applies a conceptual framework
similar to that identified by Lim, Kumar, Verma and Chaturvedi [15] in the conversational
commerce research.

The study of humanlike CAs and of their impact on humans is under development.
This review contributes to the research domain by developing a conceptual framework
of the humanlikeness of chatbots and VAs (see Figure 3). The framework underlines
the complexity of humanlikeness which encompasses several dimensions besides the
morphological design features of CAs. Thus, further research could examine additional
dimensions such as “own mind”, knowledge and intelligence; humanlike emotions and
behavior; social dimension; communication skills and conversational performance.

Chatbots and VAs represent a new and innovative domain of high-quality business
research, which requires further studies on the consumer experience with/via CAs. This
review develops a conceptual framework of the consumer experience with chatbots and
VAs (see Figure 4). The framework based on the results of this review highlights the multi-
dimensional nature of the consumer experience with CAs, which includes the functional,
rational, emotional, sensorial, social and relational dimensions. This perspective is coherent
with the extant literature that considers the customer experience as spontaneous responses
and reactions to stimuli [99], which consists of sensorial, emotional, cognitive, pragmatic,
lifestyle and relational components [100], or takes the form of diverse sensory, affective,
intellectual, bodily and social experiences [101]. There is a strong need to study the multi-
dimensionality of the consumer experience with CAs.
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5.4. Discussion about Methodology

Many empirical articles (61.11% of 36 articles) rely on 2–5 studies—e.g., [31,37,43,48].
This fact highlights the need for complex methodologies to be able to investigate the
multiple aspects of CA use.

The approach of this research is predominantly quantitative (94.44% of the empirical
articles), not qualitative (27.78%). The preference for conclusive research is justified by
the interest in the quantitative investigation of the relationships between the variables.
The researchers used mostly traditional methods such as in-depth interviews, surveys and
experiments. The use of other methods is limited, an example being eye-tracking [30].

In the quantitative studies, the samples of the respondents mainly consisted of con-
sumers. The research by Ben Mimoun et al. [30] found that only users with high or medium
levels of Internet skills are able to appreciate the interactions with the CAs. There is a need
to study whether respondents should be selected based on their Internet skills and previous
experience with CAs.

The analytical method SEM was applied in 17 articles that used quantitative research
data. Among them, seven articles applied Partial Least Squares Structural Equation Mod-
elling (PLS-SEM) and two articles used covariance-based structural equation modelling
(CB-SEM). This is a positive aspect, because PLS-SEM and CB-SEM are widely used SEM
methods [102], which will be further employed in the studies about CAs.

6. Conclusions

The results of this review highlight that high-quality business research on chatbots
and VAs is in the early growth stage of evolution. A strong and urgent need for further
development exists, considering the fast progress in the technological design of CAs and in
their business adoption.

The use of the TCCM framework for this review uncovers several critical aspects
related to the applied theories, research context, characteristics of the human–CA inter-
actions and methods of study. The high-quality business research on chatbots and VAs
shows a fragmentation of the theoretical approach (35 theories and models identified in
the 41 reviewed articles), which is justified by the need for various “examination lens”.
This review identifies the need to ground each new article in theories, with special atten-
tion to the theories focused on anthropomorphism and, respectively, on the theories of
communication and personal information disclosure.

There is a need to diversify the research context by extending the scope of studies to
more business sectors that can use chatbots and VAs, and by expanding the geographical
coverage to countries where CAs are used by companies and consumers. A positive aspect
of many reviewed articles is the elaborated examination of the relationships between the
variables that describe the use of chatbots and VAs—antecedents, mediators, moderators
and consequences. This review points out the multi-dimensional nature of the human-
likeness of chatbots and VAs, as well as of the consumer experience with such CAs. The
methodology indicates the propensity toward quantitative methods of data collection and
analysis. There is a need for new methods of data collection, such as observation by means
of technical devices.

The results of this review must be considered while taking into account several lim-
itations. According to the selection criteria, only articles published in the high-quality
business journals were analyzed, while other research outputs (e.g., book chapters, con-
ference papers, etc.) were excluded. Additionally, only articles in the English language
were reviewed.

This section of the article provides an outlook of the current status of the high-quality
business research literature on chatbots and VAs. The conclusions of this review high-
light several critical aspects of the current state of evolution and the needs for further
development, which can be considered by researchers in the design of their future studies.
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7. Implications for Business Practice

The researchers demonstrated an increasing interest in the use of chatbots and VAs
in business practice. Different case studies focus on aspects such as leading providers
of CAs [103], a specific segment of users [104], activity sectors [105,106], types of enter-
prises [107,108], countries [109,110], etc.

The results of this research can guide the managerial choices of business practitioners
(managers, CA developers, etc.). Companies should invest in chatbots and VAs only after
they understand how CAs can help them to accomplish business objectives.

Firstly, managers must decide the objectives based on the outcomes they expect to
obtain by means of CAs (e.g., increase in consumer intention to adopt CAs, improvement
in customer experience with CAs, increase in chatbot effectiveness, etc.). The specific
objectives that can be achieved and the associated actions to accomplish the intended
objectives are presented in Table 4.

Table 4. Insights for practice.

Objectives
to Increase/Improve

Actions
to Achieve Objectives

User Intention to Use/Adopt CA

• Intention to use/adopt CA

To design/develop CAs and service encounters able to enhance the
following:
• Attitude toward AI-VA (by improving perceived usefulness,
perceived ease of use, perceived enjoyment, social cognition, data
privacy) and trust in AI-VA (by improving perceived ease of use,
social presence and social cognition) [51];
• Perceived value co-creation by means of superior functionality,
high-level personalization and convenience [41];
• Perceived ease of use, perceived usefulness, perceived trust,
perceived intelligence and anthropomorphism by means of high
accessibility of chatbot, user-friendly interface, human-like features,
communication in the native language of user [50];
• Chatbot capability to resolve miscommunication or to avoid
communication errors [57].

• CA adoption To improve perceived usefulness, humanlike communication and
trust [5].

User Experience with CA

• Perceived conversational performance of the
AI-based chatbot

To develop the conversational capability of the AI-based chatbot and
to set expectations so that users experience a positive expectation
violation. To avoid deceiving users by not disclosing that they are
interacting with a bot [6].

• Perceived humanness and partner engagement
To develop chatbot-perceived social presence and anthropomorphism
by improving its conversational skills (tailored responses and
response variety) [3].

• Business–customer experience with AI-based
chatbot

To monitor and manage factors that influence customer experience
(e.g., perceived risk, brand trustworthiness, sensory appeal,
touchpoint factors, factors associated with flow, system
design, etc.) [40].

• Perceived e-consumer productivity To use an animated CA only in the case of users with high or medium
Internet skills and need for interaction [30].
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Table 4. Cont.

Objectives
to Increase/Improve

Actions
to Achieve Objectives

User Experience with CA

• User trust in chatbots

To enhance task attraction for users by means of chatbots with
appropriate problem-solving skills, able to help users accomplish a
specific task (e.g., data search, alternative product comparison and
selection, etc.) [42].

• Perceived usefulness of home VA To diminish perceived intrusiveness of home VA by developing VA
interactivity and building user trust in VA [44].

• Information disclosure by user of an
embodied CA

To use similarity-enhancing features in the design of embodied
conversational agent (e.g., human voice, facial traits, etc.) [49].

Consumer Satisfaction Toward CA

• User satisfaction toward a chatbot

To decrease psychological reactance toward chatbot by using a
human-like digital assistant activated by consumer [52].
To develop quality relationship between user and intelligent VA by
enhancing user perceived value (Loureiro et al., 2021). To improve
the attitude toward chatbot by developing a motivational customer
experience with chatbot [38].

• Customer satisfaction toward the marketing
efforts of e-service chatbots for luxury brands

To improve communication quality in terms of accuracy and
credibility [30].

Consumer Loyalty Toward CA

• Consumer intention to re-use CA

To develop cognitive absorption/deep user engagement with
chatbots through immersive user experience and trust [29].
To enhance user engagement by using anthropomorphic AI-based
VAs, especially for task-completion activities, rather than for
information-seeking activities [48].

• Loyalty toward CA

To develop user trust and reduce negative emotions by diminishing
perceived creepiness of user–chatbot interaction (by means of
increased chatbot usability and user privacy concerns, and lower
technology anxiety) [53].
To develop consumer engagement with VA for both transactional and
non-transactional tasks by increasing perceived ease of use and
perceived usefulness [47].

Objectives Related to Firm, Service or Brand

• Perception toward the service firm To develop users’ affective trust toward the robo-advisor [37].

• Service loyalty
To create pleasant consumer experiences that stimulate passion for
technology and determine enduring feelings such as intimacy and
commitment toward smart VAs [36].

• Brand humanness To use female bots [31].

• Consumer–brand engagement

To make consumer feel closer to the brand by means of a warm initial
chatbot message in the conversation with user [39].
To develop VAs’ AI-based attributes (social presence, perceived
intelligence and social attraction) [46].

• Brand usage intention To develop utilitarian benefits of the interaction of user with
brand-related information [46].

• Brand loyalty
To develop trust in VA, to ensure easy interactions with VA, to
stimulate perceived novelty value of using VA and to mitigate
perceived risk of using VA [35].
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Table 4. Cont.

Objectives
to Increase/Improve

Actions
to Achieve Objectives

CA Effectiveness

• User acceptance of CA recommendations

To develop users’ affective trust toward the robo-advisor [37].
To increase perceived humanlikeness of the AI-based VA that plays a
salesperson role, by giving the impression that AI-based VA
understands user feelings, discerns right from wrong and works to
achieve user goal [62].

• Purchase intention

To adapt the anthropomorphic conversation style of the chatbot to
the time-orientation of the user (e.g., warm style for users focused on
present and competent style for users oriented toward future) [55].
To limit the availability of detailed static product information on the
website when a humanlike chatbot is used as an interactive online
information provider. To avoid using an anthropomorphic chatbot
when consumers have a utilitarian consumption motive [58].
To use VAs to influence consumer purchase decision making in the
case of low-involvement products, rather than for high-involvement
products, especially when consumers experience high psychological
power states [60].

Secondly, companies need to pilot-test CAs in order to evaluate the potential impact
in the touchpoints along the consumer journey. Businesses must go beyond the functional
and rational dimensions when they design the CX with CAs and also master the emotional,
sensorial, social and relational dimensions of the CX. Additionally, companies must ensure
that the features and behavior of humanlike CAs are in line with their brand identity.

Thirdly, companies must engage the users in providing feedback on their experience
with CAs for the continuous improvement of the effectiveness of chatbots and VAs and for
new business applications. Without considering the impact on the users, the implementa-
tion of the latest CA technology in the company’s interactions with customers will very
likely be less successful.

8. Future Research Agenda

The high-quality empirical investigations on CAs have many development opportu-
nities stemming from the fast pace of technology evolution. Based on the results of this
review, this section presents a structured agenda for further research.

8.1. Theory-Related Future Research Directions

The first direction is to advance theories of humanlike CAs. Researchers can verify
if traditional theories of human-to-human interaction are applicable, and they can also
examine if new theories of humanlikeness can demonstrate their utility to address the
specificities of AI-powered CAs. The potential research questions can refer to explaining the
impact of humanlike dimensions of CAs on consumer perceptions, behavior and relations
toward chatbots and VAs.

The second direction is to develop theories of communication and personal information
disclosure. The potential research questions can clarify the conditions in which the interplay
between the privacy needs of the consumers and the advanced capabilities of intelligent CAs
leads to personal information disclosure and facilitates the human–CA communication.

The third direction is to formulate theories of parasocial relationships between the
consumers and CAs. The potential research questions can focus on explaining aspects such
as the array of relationships ranging from surrogate of trust [37] to love [36], relationship
drivers and the impact on consumer life and wellbeing. Such questions can be addressed
to uncover the mechanism of human attachment to AI-based VAs.
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The fourth direction is to examine the potential of the information processing theory,
which is insufficiently studied in relation to CAs. The potential research questions can
refer to explaining how the human mind evaluates the CX with CAs and decides in the
HCI context.

8.2. Context-Related Future Research Directions

The first research direction is to provide a business perspective of VAs. The potential
research questions can address the evaluation of VAs’ potential in brand communication,
customer relationship management and in the development of new solutions based on
AI-based VAs for specific segments of consumers (retired persons, disabled patients, etc.).

The second direction is to identify new business domains in which CAs can be used.
Until present, research focused on services and customer care. Potential research questions
can refer to the assessment of CAs’ effectiveness and efficiency in other industries (e.g.,
marketing research, etc.) and in the internal activities of companies (e.g., human resources,
logistics, etc.).

The third direction is to expand the geographical area of the studies. Potential research
questions can help researchers to assess the generalizability of results to different countries.

8.3. Characteristic-Related Future Research Directions

The first direction is to investigate in-depth the variables related to chatbot and VA
humanlikeness and its impact on users. The potential research questions can refer to
known and to new variables for the thorough examination of aspects such as the impact
of morphological design features, communication skills and conversational performance
of CAs; the impact of dimensions that extend CA humanlikeness, respectively, “own
mind”, knowledge and intelligence of CAs, humanlike emotions and behavior, and social
dimensions of the interaction with humans; the evaluation of potential synergies among
the humanlikeness dimensions, which can enhance the business effectiveness of CAs;
discrimination against anthropomorphic CAs and profiling humanlike CAs with the most
favorable impact on users.

The second direction is to study variables that are able to provide a deeper understand-
ing of the consumer experience with/via chatbots and VAs, and of the specific consequences
on users. Potential research questions can focus on variables related to aspects such as:
the impact of each stage of the consumer journey when interacting with a CA; the most
critical touchpoints for a memorable positive CX with/via CAs; the role of the emotional,
sensorial, social and relational dimensions of CX with CAs; the evaluation of CX outcomes
by CA users; the impact of CX with CAs on the satisfaction and loyalty of users toward
the product/service/corporate brand represented by the CA; the impact of the ethical and
privacy aspects on the CX with/via CAs and on further behavior toward CAs.

The third direction is to examine the causal chain of relationships between vari-
ables related to the use of CAs. Future research can contribute to the development of
the conceptual framework of the use of chatbots and VAs. Potential research questions
can encompass aspects such as antecedents related to the CAs, user and environment
of CA–human interaction; mediators and moderators of the relationships between the
independent and the dependent variables related to the human interaction and experience
with CAs; consequences in terms of purchase behavior, as well as in terms of user behavior
toward CAs and user image of the product brands that employ CAs for the relations with
consumers/customers.

8.4. Methodology-Related Future Research Directions

The first direction is to add innovative methods of data collection to the existing
portfolio. An example is the observation based on devices that track eye movement, voice
pitch or brain flows. The advantage is that such method monitors the actual user response
to the CA in real time, during the interaction, in contrast with interviews and surveys that
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rely on potentially biased declarations made by users before or after the interaction with
the CA.

The second direction is to expand the use of experiments as a quantitative research
method. For example, experiments can manipulate humanlike features of CAs (e.g., facial
traits, gender, communication skills, etc.) to measure the impact on consumers.

The third direction is to develop the portfolio of analytical methods. The increased
application of SEM can be envisaged. Another option is to use complementary methods
such as conjoint analysis to identify the trade-offs made by consumers between different
features of CAs.

The fourth direction is to design longitudinal studies to monitor the change in time
of specific dependent variables. Potential research questions can address aspects such
as: changes in the attitude toward CAs determined by the increased exposure of users to
CAs; changes in brand loyalty as a result of improved CX with CAs; development of user
attachment and feelings of love toward AI-based VAs.

Researchers and practitioners have to investigate in-depth the challenges and oppor-
tunities generated by chatbots and VAs, which have already started to digitally transform
the interface between businesses and their customers. This is one of the steps toward the
transformation of companies by means of innovative digital technologies in the context of
the e-commerce expansion and of the more intense omnichannel behavior of consumers.
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