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Abstract: The main objective of this article is to investigate the factors that influence customers’
intention to reuse chatbot-based services. The study employs a combination of the technology
acceptance model (TAM) with other contributions in the literature to develop a theoretical model that
predicts and explains customers’ intention to reuse chatbots. The research uses structural equation
modeling (PLS-SEM) to test the proposed hypotheses. Data collected from 201 chatbot users among
Portuguese consumers were analyzed, and the results showed that user satisfaction, perceived
usefulness, and subjective norm are significant predictors of chatbot reuse intentions. Additionally,
the findings indicated that perceived usefulness, perceived ease of use, and trust have a positive
impact on attitudes toward using chatbots. Trust was found to have a significant impact on perceived
usefulness, user satisfaction, and attitudes toward using chatbots. However, there was no significant
effect of attitude toward using chatbots, perceived ease of use, trust, and perceived social presence
on reuse intentions. The article concludes with theoretical contributions and recommendations
for managers.

Keywords: chatbot-based services; user satisfaction; trust; perceived social presence; attitude;
customers’ reuse intention

1. Introduction

The increasing amount of time people spend on the internet and advancements in
technology have significantly impacted lifestyles and the business environment [1]. As
a result, consumer behavior is constantly evolving, and companies are utilizing various
digital marketing strategies to meet customer demands in the digital environment [2].
Companies have adopted and implemented information and communication technolo-
gies (ICTs) to enhance their relationship channels and make them constantly available to
assist customers [1,3,4]. These technologies also allow customers to spend less time on
requested services, improve resource management efficiency within organizations, and
allow employees to focus on other activities [5].

Over the last decade, artificial intelligence (AI) has gained importance in the fields
of marketing and business [6], namely due to the availability of low-cost but powerful
computing and big data. The evolution of AI is enabling companies to utilize chat services
for customer support. In fact, there is a growing interest among managers to implement
chatbots for automating processes related to customer relationship services [7,8]. There
is clear evidence that chatbots are applied by a wide range of industries, including e-
commerce [2], hospitality [3,4,9], fashion [10], health services [11,12], banking and financial
services [13–19], to name but a few. Chatbots offer a permanent touchpoint opportunity.
With 24/7 availability and the ability to handle large volumes of inquiries, chatbots can
efficiently and effectively assist customers with their needs. This helps create positive
customer experiences [20,21], as by offering quick and convenient access to information
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and support, chatbots can enhance customer satisfaction and build loyalty. Currently, more
than 50 percent of firms are adopting or planning to adopt chatbot technology [8], and it
is estimated that by 2025, approximately 95 percent of online service interactions will be
utilizing AI chatbots or live chat [22]. Fokina [23] estimates that 88 percent of customers
have had at least one conversation experience with a chatbot. This increasing popularity
and usage of chatbots is projected to generate $112 billion in retail sales by 2023 [24].
Despite the growing popularity of chatbots, negative and frustrating experiences have
also been reported [25,26]. Sladden [27] argues that customers are losing trust in chatbots,
with 42 percent of customers avoiding chatbots for complex inquiries and 15 percent of
customers reporting a lack of confidence in using chatbots to communicate with companies.
This has led to growing attention among scholars regarding the application of AI [28–30],
including chatbots. However, research on the acceptance of chatbots is limited [17], and
few studies have investigated users’ behavior related to chatbots [31].

As defined by Rahane et al. [32], “a chatbot (also known as Chatterbox) is a computer
program which conducts communication between a human and machine, commonly
through aural or textual methods” (p.1). The existing literature on chatbots demonstrates
that they are considered an important technological trend [33] and have been studied for
factors that influence user acceptance and adoption, e.g., [32,33]. However, the literature
tends to focus on the technical aspects of chatbot development and has not sufficiently
studied the users’ perspective. The literature suggests that future research should explore
users’ characteristics beyond basic factors such as gender and age, which have already
been covered [34]. While keeping this in mind, this article aims to understand the main
determinants of chatbot reuse intention. As explained below, it combines theories and
proposes a conceptual model to further understand this phenomenon.

Over the years, many researchers have developed models to study the acceptance
and use of new technologies [35]. One of the most widely used models in this field is the
technology acceptance model (TAM), which has been used as a central theoretical frame-
work to predict, explain, and examine the willingness to use technology systems and the
probability of adopting new technology [36,37]. Similar to what is posited by the theory of
reasoned action (TRA) [38], TAM, introduced by Davis [39], suggests that attitude towards
behavior is the main determinant of behavioral intention. Additionally, TAM suggests
that perceived usefulness and perceived ease of use are determinants of attitude [39]. The
literature shows that both TRA and TAM are versatile models that enable the inclusion of
complementary constructs to explain consumer behavior. Studies conducted on technology
adoption often consider additional independent variables to better understand attitudes
and intentions [40]. For example, Venkatesh and Davis [41] proposed an extension to TAM,
named TAM2, that included additional theoretical constructs covering two main groups of
processes: social influence processes, which comprise factors that can lead an individual
to adopt a system for social reasons, such as subjective norm, and cognitive instrumental
processes, which explore the perceived usefulness determinants (e.g., job relevance, output
quality). Other researchers have adapted TAM and added new theoretically justified factors,
such as trust, and external antecedents, such as situational involvement, to the model [36].

One variable that has been overlooked in understanding the intention to use technol-
ogy is satisfaction, even though an important stream of research has shown that satisfaction
is a crucial variable in understanding consumers’ intentions [42,43], particularly to further
understand post-adoption reactions and explanations of the continued use of information
systems [13,44]. For instance, satisfaction is pointed out by the expectation confirmation
model (ECM) as one major determinant of usage continuance [44].

In the context of chatbots, Ashfaq et al. [45] argue that few studies have explored the
impact of low satisfaction on the intention to reuse chatbot-based services. Additionally,
trust and perceived social presence are two variables that stand out in chatbot-based
literature [18] and were also considered for this research. Jiang et al. [46] suggested that
there is a need to study individuals’ trust in the use of chatbots. In order to address this
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gap, it is relevant to conduct an empirical study on the intention to reuse chatbot-based
services that consider user satisfaction, trust, and perceived social presence.

This article makes several contributions to the field of chatbot research. Firstly, it
addresses a new and under-researched topic by examining the determinants of chatbot
reuse intentions, which complements the current literature on chatbot acceptance. Sec-
ondly, the article adopts a comprehensive model to explain reuse intentions. It extends
the technology acceptance model by integrating satisfaction, trust, and perceived social
presence to further explain reuse intentions. The model demonstrated robustness and
provided relevant perspectives that can be adapted for future studies. Thirdly, the article
includes empirical data from consumers with prior experience with chatbots. The findings
confirmed that satisfaction, perceived usefulness, and subjective norm are the key factors
that determined reuse intention, while the effects of trust and attitude were found to be
non-significant. As such, the article’s insights provide valuable implications for designing
and implementing chatbot-based services that encourage sustainable technology reuse
behavior. Overall, the article’s insights offer valuable implications for future research
and for designing and implementing chatbot-based services that encourage sustainable
technology reuse behavior.

The remainder of the article is organized as follows. The literature review and hy-
potheses development are presented in Section 2, the methodology adopted in the empirical
study is presented in Section 3, and the results are presented in Section 4. The article then
includes a discussion of findings in Section 5, and Sections 6 and 7 present implications,
limitations, and future research directions.

2. Literature Review and Hypotheses Development
2.1. Trust

The literature suggests that trust plays a crucial role in technology adoption [47–49].
Trust occurs when an individual is confident that their vulnerabilities will not be exploited
in a risky online situation [50,51]. Consequently, trust is associated with privacy protec-
tion [52]. Trust is an important factor in online services, for instance, in the context of
e-commerce [53–55]. Specifically, trust has been found to have an impact on the perceived
ease of use and perceived usefulness of mobile services [55].

Although trust has been extensively studied in the context of technology and e-services,
there is a scarcity of research specifically on chatbot services [9,13]. Trust, as an essential
human perception, is crucial for both interpersonal interactions and human-computer inter-
actions [56]. Users of technology, particularly chatbots, may be hesitant to share personal
information when they have doubts about the security of the technology [57,58]. A lack of
trust in chatbots can lead to consumers’ rejection, as it has a negative impact on technology
acceptance and on user satisfaction [59]. Kumar et al. [60] suggested that trust can aid
artificial intelligence tools, such as chatbots, in increasing customer engagement. Similarly,
research by Hsiao and Chen [28] demonstrated that trust has a direct and positive effect on
user satisfaction in the context of food-ordering chatbots. Eren [16] also emphasized the
importance of trust, highlighting its significant impact on user satisfaction with chatbot
services. Based on these studies, it can be inferred that:

H1: Trust has a positive effect on user satisfaction with chatbots.

Additionally, studies on technology acceptance suggest that individuals who do not
trust a technology are less likely to adopt it [49]. Cardona et al. [15] found that trust
has a positive effect on the perceived usefulness of insurance chatbots. Therefore, it is
hypothesized that:

H2: Trust has a positive effect on the perceived usefulness of chatbots.

Previous studies in the information systems field have shown that trust has a positive
influence on attitudes toward the use of new technologies, e.g., [61]. Prior research also
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revealed that trust has a positive impact on attitudes toward chatbots [62]. Consequently, it
was inferred that:

H3: Trust has a positive effect on attitude toward using chatbot-based services.

Previous research has shown that trust has a significant impact on intentions to
reuse chatbots [63], specifically in relation to bank chatbot services [13,18] and shopping
chatbots [62]. In accordance with these findings, it is hypothesized that:

H4: Trust has a positive effect on chatbot reuse intentions.

2.2. Perceived Social Presence

Biocca et al. [64] defined social presence as the “sense of being with another” (p. 456).
Oh et al. [65] argue that social presence has a vital role in the context of online interactions.
Research on an online shopping website by Hassanein and Head [66] found that perceived
social presence has a positive impact on trust, enjoyment, and perceived usefulness, leading
to the intention to make a purchase. Go and Sundar [67] argued that identity cues are an
important factor in developing expectations about a chatbot’s performance in interactions,
which not only impacts an individual’s psychological response, but it also influences
attitudes and behaviors toward conversational agents like chatbots. Kilteni et al. [68] and
Moon et al. [69] explain that social presence occurs when chatbot users feel that they are
communicating with humans, hence dealing with anthropomorphic virtual agents [34].
Prior studies have revealed that social presence in chatbot usage is significantly related to
trust [18,34,70]. As such, the following hypothesis is formulated:

H5: Perceived social presence has a positive effect on trust.

Furthermore, Ng et al. [18] confirmed that perceived social presence has a positive
impact on usage intentions. Thus, it is inferred that:

H6: Perceived social presence has a positive effect on chatbot reuse intentions.

2.3. Satisfaction

User satisfaction can be defined as the evaluation of a product or service by the
consumer after purchase and consumption or use [71,72]. According to the expectation
confirmation model, satisfaction occurs when consumers’ expectations are met [73]. In
the context of information systems, the expectation confirmation model (ECM) states that
user satisfaction determines post-acceptance behavior, particularly the continued usage
of technologies [44]. This approach has been adopted in studies aimed at evaluating
consumer experiences [71,74–76], including in online activities [72]. Furthermore, the
literature generally shows that there is a positive relationship between user satisfaction and
chatbot reuse intention [45]. Chatbots can provide comprehensive and accurate information
through digital tools, which reduces uncertainty and enhances customer satisfaction [77,78].
Their ability to communicate according to the profiles of the target audience contributes to
user satisfaction with the service provided [20,79]. Studies have shown that the provision of
credible, accurate, customized, up-to-date, and reliable information with chatbots can have
a positive impact on customer satisfaction [45,77,79–82]. Research has documented that
user satisfaction will impact users’ intention to reuse chatbot services [6,13,28,45,83–85].
Therefore, it is assumed that:

H7: User satisfaction has a positive effect on chatbot reuse intention.

2.4. Perceived Usefulness

Davis et al. [86] explain that perceived usefulness is “the prospective user’s subjective
probability that using a specific application system will increase his or her job performance
within an organizational context” (p. 985). This suggests that perceived usefulness is
a determinant of attitude toward and intention of using chatbots. For example, perceived
usefulness has been considered in various studies to explain attitudes and behavioral
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intentions related to technology services such as e-learning [87] and hospital informa-
tion services [88].

Several studies have shown that information systems can provide content to improve
perceived usefulness [6,89]. The researchers have argued that perceived usefulness is
a strong determinant of technology usage [21,90]. Empirical studies have also shown
that perceived usefulness has a significant influence on attitudes toward using chats and
chatbots [10,90,91]. Therefore, it is expected that:

H8: Perceived usefulness has a positive effect on attitude toward using chatbot-based services.

Additionally, studies in the context of using a chatbot in hospitality and tourism [4], re-
tail [92], e-commerce websites [90], Amazon’s Mechanical Turk [45], and bank services [13]
have proven that perceived usefulness significantly influences the reuse of chatbot services.
In line with these findings, it is assumed that:

H9: Perceived usefulness has a positive effect on chatbot reuse intention.

2.5. Perceived Ease of Use

The perceived ease of use, as defined by Davis [39], is “the degree to which the
prospective user expects the target system to be free of effort” (p. 985). The literature
stresses that chatbots are easy and helpful for customers to access information about
products or services [4] and to foster customer responses [21], namely due to perceived ease
of use and perceived usefulness. Kasilingam [62] argued that consumers are most likely
will use chatbots when technical infrastructure such as “internet-enabled phone plans”,
“user-friendly interfaces”, and “messenger apps” are already available for chatbots. As
technology users have predetermined assumptions about the ease or difficulty of using
technology [39], perceived ease of use is expected to have a positive impact on attitudes
toward using technology [39,41]. That has been demonstrated in various contexts, such as
information technology [93], e-wallet services [94], and mobile learning technologies [95].
Customers are willing to adopt a technology that they can easily use and understand. The
perceived ease of use is also expected to have an impact on perceived usefulness, which
is demonstrated in several contexts, such as e-learning [87] and the health industry [96].
Therefore, it is assumed that:

H10: Perceived ease of use has a positive effect on perceived usefulness.

Additionally, the literature shows the impact of perceived ease of use on attitudes
toward using chatbots [10,62]. In line with this, it is expected that:

H11: Perceived ease of use has a positive effect on attitude toward using chatbot-based services.

The literature also suggests that perceived ease of use affects the intention to use
chatbots [4,45,62,92]. Therefore, we hypothesize that:

H12: Perceived ease of use has a positive effect on chatbot reuse intention.

2.6. Subjective Norm

Subjective norm refers to the perception that a person has of what the people who are
most important to them would expect them to do [38,41]. Based on the theory of reasoned
action and the theory of planned behavior, previous studies have suggested that social
influences play a role in people’s behavior, including technology adoption [40,41]. Research
conducted by Huang and Kao [97] on the usage of chatbot services during a pandemic
indicated that subjective norm has a positive effect on perceived usefulness in hedonic
service situations. Previous research revealed that individuals are more likely to decide to
select and use new technology when their social circles, such as friends, family, relatives,
and guardians, approve or accept the technology [31,98]. There are some studies that have
demonstrated the impact of subjective norms on perceived usefulness in contexts such as
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e-learning [87] and health applications usage [96]. In line with these contributions, it is
assumed that:

H13: Subjective norm has a positive effect on the perceived usefulness of chatbots.

Additionally, several studies have highlighted the positive impact of subjective norms
on behavioral intentions, specifically regarding technology-related products and services,
including e-banking [99], mobile banking [100], mobile applications [101,102], and online
hotel booking [103]. In the context of chatbots, Chang et al. [11] observed that subjective
norm plays a significant role in the use of medical chatbots. Similarly, Patil and Kulkarni [19]
and Aslam et al. [31] found a positive and significant impact of subjective norms on the
intention to use chatbots. Following these studies, it is considered that:

H14: Subjective norm has a positive effect on chatbot reuse intention.

2.7. Attitude toward Using Chatbots

According to Fishbein and Ajzen [38], attitude toward a behavior is the person’s
feelings (positive and negative) in relation to the behavior they intend to achieve, and
it is particularly important because those beliefs and evaluations determine behavioral
intention [104]. Attitude has been applied by several theories and models, such as the theory
of reasoned action and the technology acceptance model, to explain behavioral intention.

In general, attitude towards the use of a certain technology is expected to determine
the intention to use it [86]. Numerous researchers have empirically supported that atti-
tude is positively associated with the intention to use technology systems such as health
technology [88], e-government [105,106], travel websites [107], and e-banking [108]. In
addition, other authors, e.g., [1,62], revealed that the attitude towards using chatbot-based
services significantly influenced the intention to use and that dissatisfying chatbot interac-
tions reduced intention to use chatbots. In line with these findings, the following research
hypothesis was defined:

H15: Attitude towards using chatbot-based services has a positive effect on chatbot reuse intention.

The literature review has enabled the definition of 15 research hypotheses, leading to
the conceptual model presented in Figure 1.
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3. Method

In order to test the research hypotheses, a quantitative approach was adopted through
an online survey conducted in May and June 2022.
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3.1. Materials and Measurements

The questionnaire used in this study consisted of scales that have been previously de-
veloped and validated by other researchers to measure reuse intention [18], attitude toward
using chatbots [109], subjective norm [95,110], perceived usefulness [41,55,95], perceived
ease of use [41,95], trust [18], perceived social presence [34], and user satisfaction [77].
The resulting 40 measurement items were adapted to the specific context of the current
study. Demographic data (i.e., gender, age, and education) were also collected for sample
characterization. The measurement items and their corresponding mean and standard
deviation values are presented in Table 1.

Table 1. Measurement items and descriptive statistics.

Items Mean S.D.

Attitude toward using chatbots [109]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

ATT1: Tick the option that best describes your opinion about the use of
chatbots: good/bad 3.39 1.03

ATT2: Tick the option that best describes your opinion about the use of
chatbots: favorable/unfavorable 3.33 1.12

ATT3: Tick the option that best describes your opinion about the use of
chatbots: high-quality/low-quality 3.00 0.98

ATT4: Tick the option that best describes your opinion about the use of
chatbots: positive/negative 3.39 1.02

ATT5: Tick the option that best describes your opinion about the use of
chatbots: lacks important benefits/offers important benefits 3.38 1.03

Satisfaction [77]
5-point Likert Scale (1—Strongly disagree to 5—Strongly agree)

SAT1: I am satisfied with chatbots 3.21 0.94

SAT2: I am content with chatbots 3.17 0.95

SAT3: The chatbots did a good job 3.28 0.93

SAT4: The chatbots did what I expected 3.30 0.97

SAT5: I am happy with the chatbots 3.05 0.92

SAT6: I was satisfied with the experience of interacting with chatbots 3.27 0.95

Perceived Usefulness [41,55,95]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

PUS1: Using chatbots improves my performance 2.98 1.01

PUS2: Using chatbots increases my productivity 3.01 1.04

PUS3: Using chatbots enhances my effectiveness to perform tasks 3.07 1.06

PUS4: I find chatbots useful in my daily life 2.96 1.13

PUS5: Using chatbots enables me to accomplish tasks more quickly 3.22 1.18

PUS6: Using chatbots would increase my efficiency 3.03 1.13

Perceived ease of use [41,95]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

PEU1: My interaction with chatbots is clear and understandable 3.45 1.03

PEU2: Interacting with chatbots does not require a lot of mental effort 3.57 1.05

PEU3: I find chatbots to be easy to use 3.78 0.95

PEU4: I find it easy to get the chatbots to do what I want them to do 3.12 0.99

PEU5: It is easy for me to become skillful at using chatbots 3.62 0.96
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Table 1. Cont.

Items Mean S.D.

PEU6: I have the knowledge necessary to use chatbots 3.72 1.01

Subjective norm [95,110]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

SNO1: People who influence my behavior think that I should use chatbots 2.60 1.00

SNO2: People who are important to me will support me to use chatbots 2.97 1.01

SNO3: People whose views I respect support the use of chatbots 3.03 0.96

SNO4: It is expected of me to use chatbots 3.12 1.07

SNO5: I feel under social pressure to use chatbots 2.16 1.17

Trust [18]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

TRU1: I feel that the chatbots are trustworthy 2.99 0.87

TRU2: I do not think that chatbots will act in a way that is
disadvantageous to me 3.10 0.83

TRU3: I trust in chatbots 3.07 0.93

Perceived Social Presence [34]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

PSP1: I feel a sense of human contact when interacting with chatbots 2.53 1.17

PSP2: Even though I could not see chatbots in real life, there was a sense of
human warmth 2.27 1.11

PSP3: When interacting with chatbots, there was a sense of sociability 2.42 1.13

PSP4: I felt there was a person who was a real source of comfort to me 2.26 1.14

PSP5: I feel there was a person who is around when I am in need 2.35 1.19

Reuse intention [18]
7-point Likert Scale (1—Strongly disagree to 7—Strongly agree)

INT1: If I have access to chatbots, I will use it 3.38 1.00

INT2: I think my interest in chatbots will increase in the future 3.40 0.98

INT3: I will use chatbots as much as possible 2.94 1.00

INT4: I plan to use chatbots in the future 3.35 0.99

Prior to the main data collection, a pilot test was conducted with 30 customers who
possessed characteristics similar to the study population. This step was crucial in ensuring
that the research instrument was appropriate, that the instructions, questions, and items
were clear and easy to understand, and that the questionnaire was free of typographical
errors. Additionally, this pilot test allowed for the identification of any issues or weaknesses
within the questionnaire. Based on the feedback received from the participants in the pilot
study, minor adjustments were made to the wording and phrasing of the instructions. The
participants of the pilot study confirmed the clarity of the items and estimated that the time
required to complete the survey was less than 5 min.

3.2. Population and Sample

The study population consisted of Portuguese consumers who had prior experience
with chatbot-based services. A convenience sampling technique was utilized, as partici-
pants were primarily recruited through the researchers’ personal connections via email
and social networking sites. In an effort to include a wider range of demographics, the
researchers also approached random individuals in public spaces in two Portuguese cities.
The research instrument provided information on its objectives and the ethical principles
followed by the research, ensuring that participation was confidential, anonymous, and
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voluntary. The objectives of the study were explained, and participants were then asked to
provide their informed consent for data collection, analysis, and dissemination procedures.

In order to ensure that participants had prior experience interacting with chatbots,
a screening question was included at the beginning of the survey asking, “Have you ever
interacted/used a chatbot before?” The instructions were clear that the study covered both
text and voice-based customer service chatbots, such as making appointments for doctors
or car assistance.

For the main data collection, a total of 258 responses were obtained. However, due to
unengaged responses (i.e., selecting the same answer for all items of the questionnaire),
57 responses were removed, and the final sample size of 201 respondents was considered
for analysis. Of the respondents, 33.8 percent (n = 68) were male, 62.2 percent (n = 131)
were female, and 2 identified as another gender. In terms of age, 65.7 percent (n = 132)
of the respondents were between 18–25 years old, 16.9 percent (n = 34) were between
26–35 years old, 5.5 percent (n = 11) were between 36–45 years old, 7.0 percent (n = 14)
were between 46–55 years old, and 5 percent (n = 10) were over 55 years old. In terms of
education, 51.7 percent (n = 104) of the respondents had a bachelor’s degree, 25.4 percent
(n = 51) had completed secondary education, and 22.9 percent (n = 42) had completed
post-graduate education.

4. Results

This section presents the findings of the study. The analysis was conducted using
Smart PLS structural equation modeling.

4.1. Measurement Model Evaluation

As suggested by Hair et al. [111], measurement model testing involves analyzing: outer
loadings, item/indicator reliability, construct reliability, and convergent and discriminant
validity. The results of the validity and reliability of the measurement model are presented
in Table 2.

Table 2. Results of validity and reliability of measurement model (n = 201).

Variables Factor Loadings α CR AVE 1 2 3 4 5 6 7 8

ATT 0.800–0.886 0.92 0.92 0.74 0.86

CI 0.805–0.875 0.91 0.91 0.71 0.61 0.84

PEU 0.509–918 0.86 0.86 0.55 0.58 0.59 0.75

PSP 0.811–0.984 0.96 0.96 0.82 0.33 0.45 0.24 0.91

PUS 0.862–0.897 0.95 0.95 0.77 0.60 0.77 0.53 0.38 0.88

SAT 0.752–0.958 0.96 0.96 0.80 0.70 0.81 0.65 0.47 0.70 0.89

SNO 0.506–0.811 0.80 0.80 0.50 0.33 0.57 0.36 0.44 0.60 0.41 0.71

TRU 0.659–886 0.84 0.84 0.65 0.52 0.56 0.42 0.37 0.48 0.56 0.37 0.80

Note one: 1. Attitude toward using chatbots (ATT); 2. Reuse intention; 3. Perceived ease of use (PEU); 4. Perceived
social presence (PSP); 5. Perceived usefulness (PUS); 6. Satisfaction (SAT); 7. Subjective norm (SNO); 8. Trust
(TRU). Cronbach’s Alpha (α); Composite Reliability (CR); Average variance extracted (AVE). Note two: The
square root of AVE is on the diagonal (in bold).

To evaluate the accuracy of the measures, first, the assessment of the measurement
model was conducted. The individual reliability of each item was evaluated by factor
loadings. As indicated in Table 2, only items carrying a loading of 0.50 and above were
included in the analysis [112], which indicates that the shared variance between the item
and its construct is greater than the error variance. At this stage, items (ATT5, PUS6, and
SNO5) with factor loading less than 0.5 were eliminated. Furthermore, the measurement
model shows good reliability because Cronbach’s Alpha for all constructs was greater
than 0.7 [113], and the estimates of composite reliability exceed 0.7 [114]. Evidence of
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convergent validity was provided by the values for Average Variance Extracted (AVE).
The results show that the AVE of each construct in the model was more than 0.50. The
constructs should also show high discriminant validity [111,114,115]. According to Fornell
and Larcker [115], the square root of the AVE of each construct must be greater than the
inter-construct correlations of the model (see Table 2).

4.2. Assessment of Structural Model and Hypotheses Testing

Following the structural model evaluation using Smart PLS (v.3.3.9), the detailed list
of the path coefficients with their respective t-values, R2, Q2, VIF, and F2, are presented in
Tables 3 and 4. In order to assess the statistical significance of the path coefficient (Figure 2),
this study implemented a boot-strapping resampling procedure using 10,000 subsam-
ples [116] and the default settings (i.e., parallel processing, no sign changes).

Table 3. Results of R Square and predictive relevance (Q2).

Endogenous Constructs R Square Q2

Attitude toward using 0.496 0.339

Reuse intention 0.760 0.513

Perceived Usefulness 0.500 0.343

Satisfaction 0.317 0.213

Trust 0.138 0.081

As shown in Table 3, the R Square for the endogenous constructs ranges from 0.138
to 0.759. Cohen [117] suggested that the R2 values for endogenous latent variables are
assessed as follows: 0.26 (substantial), 0.13 (moderate), and 0.02 (weak). Thus, the R2 for
endogenous latent variables is moderate and substantial. As suggested by Stone [118]
and Geisser [119], this study used a cross-validated redundancy criterion to examine the
predictive relevance (Q2) of the exogenous latent variables on the reflective endogenous
latent variable. To assess Q2, blindfolding using SmartPLS 3 was performed. As indicated
in Table 3, all values of Q2 are greater than zero, which indicates that the model is relevant
to predicting that factor [111].

Hair et al. [111] suggested that VIF values should be less than 5.0. As revealed
in Table 4, all exogenous constructs have VIF values less than 5.0, thus indicating no
multicollinearity issue in the structural model.

As shown in Table 4, the results revealed a significant impact of Trust on Satisfaction
(H1: β = 0.563, t = 6.427, p < 0.01), Perceived Usefulness (H2: β = 0.204, t = 2.501, p < 0.05),
and Attitude toward using chatbot (H3: β = 0.240, t = 2.300, p < 0.05). However, Trust did
not have a significant impact on Reuse Intention (H4: β = 0.080, t = 1.136, n.s.). Thus, except
H4 (not supported) the H1, H2, and H3 are supported.

H5 and H6 predict that Perceived Social Presence positively affects Trust and Reuse
Intention. As indicated in Table 4, the positive effect of Perceived Social Presence on Trust
(H5: β = 0.372, t = 5.112, p < 0.01) is supported. However, the impact of Perceived Social
Presence on Reuse Intention (H6: β = 0.010, t = 0.180, n.s.) is not supported. H7 predicts
that User Satisfaction positively affects Reuse Intention. As expected, a significant positive
relationship between the two variables was confirmed (H2: β = 0.474, t = 4.326, p < 0.01).

Results also confirmed that Perceived Usefulness would be positively related to At-
titude toward using chatbots (H8: β = 0.326, t = 4.149, p < 0.01) and Reuse Intention (H9:
β = 0.283, t = 3.387, p < 0.01). As predicted, H8 and H9 were supported.

H10, H11, and H12 propose that Perceived Ease of Use has a positive impact on
Perceived Usefulness (H10), Attitude toward using chatbot-based services (H11), and
Reuse Intention (H12). As predicted, a significant positive relationship between Perceived
Ease of Use and Perceived Usefulness (H10: β = 0.288, t = 3.014, p < 0.01) and Attitude
toward using (H11: β = 0.304, t = 3.848, p < 0.01) are demonstrated. The results showed
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that the impact of Perceived Ease of Use on reuse intention (H12: β = 0.049, t = 0.656,
n.s) is not supported. The study proposed that Subjective norm has a positive impact
on Perceived Usefulness (H13) and reuse intention (H14). As predicted, the effect for
both paths (H13: β = 0.420, t = 6.184, p < 0.01 and H14: β = 0.167, t = 2.148, p < 0.01) are
positive and significant. H15 hypothesizes that Attitude toward using positively affects
reuse intention. As shown in Table 4, the path estimate is negative between Attitude toward
using and reuse intention, although it is non-significant (H15: β = −0.022, t = 0.293, n.s.).
Thus, H15 is not supported.

Table 4. Path Estimates for Proposed Model.

Path β T Value p Value VIF f2

H1. Trust→ Satisfaction 0.563 6.427 0.001 1.000 0.464

H2. Trust→ Perceived Usefulness 0.204 2.501 0.012 1.300 0.064

H3. Trust→ Attitude toward using 0.240 2.300 0.021 1.368 0.083

H4. Trust→ Reuse intention 0.080 1.136 0.256 1.608 0.016

H5. Perceived Social Presence→ Trust 0.372 5.112 0.001 1.000 0.160

H6. Perceived Social Presence→ Reuse intention 0.010 0.180 0.857 1.461 0.001

H7. Satisfaction→ Reuse intention 0.474 4.326 0.001 3.312 0.282

H8. Perceived Usefulness→ Attitude toward
using chatbots 0.326 4.149 0.001 1.555 0.135

H9. Perceived Usefulness→ Reuse intention 0.284 3.387 0.001 2.678 0.125

H10. Perceived Ease of Use→ Perceived Usefulness 0.288 3.014 0.003 1.288 0.130

H11. Perceived Ease of Use→ Attitude toward
using chatbots 0.304 3.848 0.001 1.453 0.127

H12. Perceived Ease of Use→ Reuse intention 0.049 0.656 0.512 1.881 0.005

H13. Subjective norm→ Perceived Usefulness 0.420 6.184 0.001 1.230 0.287

H14. Subjective norm→ Reuse intention 0.167 2.148 0.032 1.762 0.066

H15. Attitude toward using chatbots→
Reuse intention −0.022 0.293 0.770 2.225 0.001

Based on guidelines suggested by Cohen [117], the f 2 values of 0.35, 0.15, or 0.02 for
endogenous latent variables in the inner path model are considered to be large, medium,
and small sizes, respectively. The results indicated that the effect of Trust on Satisfaction
(H1) is large, the impact of and User satisfaction on Reuse Intention (H7) and of Subjective
norm on Perceived Usefulness (H13) are considered medium. Moreover, the impact of
Trust on Perceived Usefulness (H2), Trust on Attitude toward using Chatbots (H3), Per-
ceived Usefulness on Attitude toward using Chatbots (H8), Perceived Usefulness on Reuse
Intention (H9), Perceived Ease of Use on Perceived Usefulness (H10), Perceived Ease of Use
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on Attitude toward using Chatbots (H11) and Subjective norm on Reuse Intention (H14)
are considered small.
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5. Discussion

The present study aimed to explore chatbot reuse intentions by identifying and an-
alyzing the impacts of its main determinants. The study’s findings provide relevant
contributions to both researchers. Overall, the study demonstrates that the technology
acceptance model [39,41] provides an appropriate framework for analyzing chatbot-based
services’ reuse intentions. This section discusses the key findings of this article.

The study confirmed that trust has a significant impact on perceived usefulness, con-
sistent with the findings of Cardona et al. [15], who argued that trust positively impacts
perceived usefulness. Additionally, the impact of trust on user satisfaction was also con-
firmed, as reported by Hsiao and Chen [28] and Eren [16], who found that users feel more
satisfied when they perceive trust in chatbot usage. Furthermore, the findings support
that trust has an impact on attitudes toward using chatbots, as previously reported by
Kasilingam [62]. However, the study found that the relationship between trust and reuse
intentions was not significant, which contradicts the findings of some existing studies
on chatbots [13,18,62]. Previous research on AI-based systems has also concluded that
trust does not appear to have a significant impact on users’ behavioral intentions toward
chatbots [120]. One possible explanation for this could be that chatbots are still in the early
stages of development, and not all users may feel comfortable interacting with them [120].
Additionally, as argued by Seitz et al. [12], users may also have concerns about the soft-
ware’s performance, reliability, and accuracy. Furthermore, it has been reported that 42% of
customers avoid using chatbots for complex inquiries, and 15% of customers express a lack
of confidence in communicating with companies through chatbots [27]. Similar findings can
be found in existing studies on chatbots, which have shown that social presence in chatbot
usage is significantly related to trust [18,34,70]. Based on the results, the impact of perceived
social presence on reuse intention is not supported. The results of this study showed that
satisfaction stands out as a main determinant of chatbot reuse intention and should also be
considered to further understand consumer behavior on this matter. Past research has also
demonstrated that user satisfaction impacts users’ intention to reuse chatbots [6,13,28,83].

The results of this study indicate that perceived usefulness has a positive correlation
with attitude towards using chatbot-based services. This aligns with previous research by
Elmorshidy et al. [90] and Gümüş and Çark [91], which also found a direct relationship
between these two variables. Furthermore, the findings of this study support the notion
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that perceived usefulness has a positive impact on reuse intention towards chatbot services,
which is consistent with the findings of various studies, e.g., [4,13,45,90–92]. Additionally,
the results confirm the positive relationship between perceived ease of use and attitude
toward using chatbots [62] and perceived usefulness [87]. The study also found that subjec-
tive norm has a positive impact on perceived usefulness [97] and reuse intention [11,19,31],
which is consistent with previous research.

One intriguing finding of this study is that attitude towards using chatbot-based
services did not have a significant impact on reuse intention, which contradicts previous
research [1,62] and one basic assumption in consumer behavior assumed by theoretical
frameworks such as TRA and TAM. This may suggest that among customers who have
prior experience with chatbot-based services, their different attitudes (positive or negative)
are compensated by other aspects of the experience, particularly the usefulness of the task
and satisfaction with the service provided by the chatbot. This presents an interesting
starting point for further research to investigate and understand the relationship between
consumers’ attitudes and intentions in greater depth.

6. Implications

This study makes several contributions to the literature on chatbot usage by examining
the impact of satisfaction, trust, and social presence on reuse intentions. Prior studies
have primarily focused on understanding chatbot acceptance using models such as the
technology acceptance model (TAM), the theory of planned behavior (TPB), and the unified
theory of acceptance and use of technology (UTAUT) [1,4,62,92]. However, these studies
have not considered the role of satisfaction in reuse intentions. This study addresses this
gap by combining it with TAM and TRA, offering new perspectives on the phenomenon.
The findings confirm the impact of satisfaction on reuse intentions, thereby enriching the
literature on chatbot usage. Additionally, the study adapts several constructs to a chatbot-
based service context, providing good validation, as seen in Section 4.1.

The findings of this study have important implications for companies that use or are
considering using chatbots to provide services to their customers. Chatbots are becoming
increasingly popular in various fields and applications, such as customer service, personal
assistance, education, e-commerce, healthcare, and entertainment [121]. They can be
implemented in various forms, such as text, voice, and virtual reality, and can be integrated
into websites, mobile apps, messaging platforms, and other digital channels to enhance
user experience. Companies should invest in creating efficient chatbot-based services with
minimal flaws and in demonstrating the usefulness of the service to customers. This will
help to increase satisfaction and perceived usefulness, which in turn will increase the reuse
intentions. Additionally, companies should act on communities and particularly on social
influencers to increase chatbot advocacy, considering the importance of subjective norms to
explain chatbot usage. It is also worth noting that as efforts to make the experience hedonic
may not have a significant impact on the intention to use, organizations should primarily
focus on improving the usefulness of the chatbot-based service for optimal results.

In conclusion, based on the findings of our research, it is recommended that companies
prioritize the three aspects in their implementation of chatbots: (i) understanding the useful-
ness of the chatbot from the customer’s perspective to provide value and relevant benefits
to customers (e.g., time-saving), which make viable and usable options for customers;
(ii) the improvement of chatbot performance and efficacy to enhance user satisfaction;
and (iii) to motivate early adopters who could act as social influencers. This is because
subjective norm plays a significant role in shaping attitudes and influencing reuse behavior
towards chatbots.

7. Limitations and Suggestions for Future Research

One of the main limitations of this investigation pertains to the scope of the selected
sample, which does not permit the generalization of findings to other populations. There-
fore, it is recommended that future studies expand the sample to other countries in order
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to further validate the findings. Additionally, it would be beneficial for future studies to
conduct investigations in real-world settings, specifically by administering satisfaction
surveys for chatbot-based services. Examining different types of services, such as service
appointments and information requests, or comparing different sectors, such as healthcare
or car assistance services, can also provide valuable insights into this under-explored topic.
So, while this study did not focus on any particular sector, future research should aim to
explore and compare the intentions for the use or reuse of chatbots across different sectors.
Such investigations would provide a more comprehensive understanding of the potential
applications of chatbot technology in various settings, leading to the more effective and
targeted deployment of this technology. This study found that perceived social presence
and trust do not have a direct impact on customers’ reuse intention. Future studies should
further examine the direct and indirect effects of trust and perceived social presence on
chatbot usage intentions.

Finally, the impact of confirmation of expectation from prior use on satisfaction and
reuse intention was not considered by this study and should be addressed by future
research. As explained by Bhattacherjee [44], the expectation confirmation model (ECM)
proposes that reuse intention is explained by satisfaction and that both these variables
are affected by confirmation of expectation from prior use and by perceived usefulness.
Being a particularly relevant model to explain post-usage behavior [45], as it is the case of
reuse intentions, it is recommended that future research further consider the expectation
confirmation model and integrate the construct “confirmation of expectation from prior
use” to further explain reuse intentions.
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