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Abstract: Most of the existing ubiquitous clinic recommendation (UCR) systems adopt linear mecha-
nisms to aggregate the attribute-level performances of a clinic to evaluate the overall performance.
However, such linear mechanisms may not be able to explain the choices of all patients. To solve
this problem, the modified mixed binary nonlinear programming (MMBNLP)–feedforward neural
network (FNN) approach is proposed in this study. In the proposed methodology, first, the existing
MBNLP model is modified to improve the successful recommendation rate using a linear recom-
mendation mechanism. Subsequently, an FNN is constructed to fit the relationship between the
attribute-level performances of a clinic and its overall performance, thereby providing possible ways
to further enhance the recommendation performance. The results of a regional experiment showed
that the MMBNLP–FNN approach improved the successful recommendation rate by 30%.

Keywords: clinic; ubiquitous recommendation; mixed-binary nonlinear programming; feedforward
neural network

1. Introduction

Rapid advancements in mobile communication and computer technologies have fos-
tered numerous innovations in various fields such as recommender systems and medical
services [1–4]. In medical services, a popular application is ubiquitous clinic recommen-
dation (UCR), which is a smartphone application that recommends a nearby clinic to a
patient for treatment by considering his/her condition and needs [5,6]. As in other rec-
ommendation systems, a patient may follow the recommendation result or may not [7].
Therefore, a UCR system must evolve itself to increase the percentage of patients following
their recommendation results [8]. This issue has become more urgent during the COVID-19
pandemic because the capabilities of clinics in the diagnosis and treatment of COVID-19
are unequal [9], and there is a lack of relevant information [10].

Ubiquitous clinic recommendation is a challenging task because of the following
reasons. First, unlike other types of recommendation systems, users of UCR systems (i.e.,
patients) may not be able to clearly express their needs [11,12]. In addition, due to the lack
of information and background knowledge, it is difficult for users to communicate with
each other, which makes the prevalent collaborative filtering (CF) technique useless [13].
Nevertheless, the quality of recommendation results is very important to users. To address
this issue, a UCR system usually mines user preferences from historical data, thereby
imitating their decision-making models to make recommendation results conform to user
needs [12,14,15].

Current challenges in UCR are discussed as follows. First, most existing methods
apply linear rules to aggregate the attribute-level performances of a clinic to evaluate the
overall performance. For example, Tung and Chang [16] applied a linear regression (LR)
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equation for this purpose. Chen [12] compared the advantages and disadvantages of three
linear methods, including weighted average (WA), ordered weighted average (OWA), and
fuzzy weighted average (FWA). The CF method adopted by Ekstrand et al. [13] measured
the similarity between patients in a nonlinear way, but still aggregated the attribute-level
performances linearly. In addition, theoretically, the relationship between the attributes of
a clinic and its overall performance may be linear or nonlinear. Since a linear relationship
is the special case of a nonlinear relationship, it is more inclusive to fit the relationship
between the attributes of a clinic and its overall performance with a nonlinear function.
However,

(1) There are various types of nonlinear relationships—high-order polynomials, n-th
roots, exponents, logarithms, etc. However, there is little information about the
suitability of each nonlinear function;

(2) The overall performance of a clinic has no actual value, making it difficult to apply
supervised learning methods to learn from historical data.

To address these difficulties, this study sets the following objectives:

• Choosing a suitable nonlinear function to fit the relationship between the attributes of
a clinic and its overall performance;

• Improving the successful recommendation rate using a UCR system.

To meet these objectives, the modified mixed-binary nonlinear programming (MMBNLP)-
feedforward neural network (FNN) approach is proposed in this study. The proposed
methodology starts by modifying the existing mixed-binary nonlinear programming
(MBNLP) model to improve the successful recommendation rate by applying a linear
UCR rule. Subsequently, the actual value of the overall performance of a clinic is sim-
ulated. Then, an FNN is constructed to fit the relationship between the attribute-level
performances of a clinic and its overall performance (i.e., the simulated actual value) to
explain the choices of all patients.

The remaining sections of this paper are organized as follows. A survey of the
literature is in Section 2. The proposed MMBNLP–FNN approach is introduced in Section
3, including the procedure and a numerical example. To assess the performance using
the MMBNLP–FNN approach, a region study was conducted in a small area of Taichung
City, Taiwan, which is detailed in Section 4. The performance using the MMBNLP–FNN
approach is also compared with those using several existing methods. Finally, some
concluding remarks and directions for future investigation are given in the last section.

2. Previous Work
2.1. Clinic Selection and Recommendation

Some relevant references are reviewed below. In addition to references directly related
to UCR, patients’ considerations when choosing or evaluating clinics are also valuable
information. When choosing a suitable clinic, patients usually consider factors such as rep-
utation, atmosphere, staff (doctors and paramedical staff), location (hospital environment),
and service costs [13,14].

Simanski et al. [17] analyzed the considerations of patients who needed to relieve post-
operative pain in choosing a suitable hospital. According to the results of a questionnaire
analysis, the main factors affecting their choice included pain therapy, medical care by the
physician, and nursing care.

Bae et al. [18] conducted a questionnaire survey to find out factors that dental patients
considered when choosing a clinic. Cleanness and hygiene, equipment and facilities, career
and word-of-mouth, staff kindness, ease of use, and clinic scale were determined to be the
more influential factors. It was noteworthy that patients with different backgrounds (such
as different ages, genders, etc.) emphasized different factors.

For a similar purpose, Lee [19] discovered that the basic elements of a dental clinic,
traffic convenience, the physical environment of the dental clinic, and the explicit qualifi-
cation of the dentist were the most critical factors to a patient’s choice. However, for the
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purpose of UCR, a quantitative relationship between these critical factors and a patient’s
choice still needs to be established. Qualitative surveys are insufficient to address the needs
of patients.

In the view of Zulqarnain et al. [20], a patient usually applies a multi-criteria decision-
making method, such as the order preference by similarity ideal solution (TOPSIS) method [21],
to select a suitable clinic. TOPSIS is more similar to a linear mechanism than a nonlinear
mechanism. Factors considered by a patient include security, environment, qualified staff,
and expenses. The implication of their study is that a clinic recommendation system can be
established by aggregating these factors based on TOPSIS.

In the literature, there are a few applications of nonlinear methods to assess and
compare clinics. For example, Lee et al. [22] constructed an FNN to classify patients
according to their behavior in choosing hospitals. The disadvantage of this method was
that a large amount of data needed to be collected to train the FNN. To this end, Lee et al.
conducted a questionnaire survey. This method was time-consuming, uneconomical, and
unsuitable for real-time or online applications.

The factors considered when choosing public hospitals and private hospitals are dif-
ferent [23]. In addition, patients may be concerned about different factors [15]. Dividing
patients into groups is a feasible treatment for a UCR system. In addition, patients fre-
quently share their experiences of medical consultation with each other. Therefore, CF
techniques are also applicable.

Ghosh [24] conducted a questionnaire survey and concluded that the quality of
treatment, referrals, transport convenience, cost, and safety and services were factors that
can affect the selection of suitable hospitals in a large city in India.

Kutlu Gündoğdu et al. [25] proposed a fuzzy evaluation based on distance from
average solution (fuzzy EDAS) method to solve a multi-criteria and multi-expert hospital
selection problem for organ transplantation, in which all fuzzy variables and parameters
were given in or approximated by hesitant fuzzy numbers.

According to the survey conducted by Alkadhi et al. [26], the intention of choos-
ing a dentist will be affected by the information presented on social media, especially
recommendations from friends and online reviews on high quality websites.

2.2. Ubiquitous Clinic Recommendation

UCR may be most valuable in regions where medical facilities are popular (for exam-
ple, Taiwan). For regions with insufficient medical care, an important task is how to allocate
limited medical resources among a large number of patients. UCR is also important for
patients in unfamiliar areas.

Khoie et al. [27] conducted patient surveys, and then analyzed the survey results
to divide patients into groups, evaluate the satisfaction level, and determine the factors
that affected patient satisfaction. In this way, suitable hospitals could be recommended to
certain groups of patients. However, a personalized recommendation was not possible.

From a similar perspective, Paranjay and Rajeshkumar [28] constructed various artifi-
cial neural networks (ANNs) to classify patients, thereby recommending suitable hospitals
to similar patients.

Chao et al. [29] constructed a long short-term memory (LSTM) neural network to
estimate the number of patients in each hospital at different times. In this way, patients
could be recommended to different hospitals to avoid waiting. Burdens for doctors could
also be averaged. This method is far from a personalized recommendation.

A UCR system should strive to imitate the decision-making mechanisms of patients
when choosing clinics. In this regard, some past studies applied WA, FWA, or TOPSIS [6,20].
The weights of factors were derived from the preferences, recommendations, and choices
of patients using methods such as INLP [30,31], NLP [11], response surface modeling
(RSM) [31], etc. Recently, Chen and Chiu [12] divided patients into multiple groups ac-
cording to their recorded preferences and choices. Then, for each patient group, a WA
mechanism was established to make recommendations. For a new patient, the recommen-
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dation mechanisms of all groups were applied to make recommendations. However, it is
not easy to describe the decision-making processes of patients using a simple linear model
(i.e., WA). In order to overcome this difficulty, this research adopted a nonlinear model (i.e.,
FNN) instead.

During the COVID-19 pandemic, a number of ubiquitous medical recommendation
systems emerged, such as apps for finding where to buy facial masks, reminding a user to
wear a facial mask, or detecting whether a user is wearing a facial mask [32]. According
to the statistics provided by Collado-Borrell et al. [33], most of the apps developed at this
stage were used to provide information or news about COVID-19, record symptoms, and
trace contacts.

Table 1 summarizes the differences between the MMBNLP–FNN approach and some
existing methods. Compared with past studies, this research has the following novelties
and contributions:

(1) This research uses a nonlinear function to fit the relationship between the attributes
of a clinic and its overall performance, while past studies have usually used linear
functions;

(2) This research establishes a mechanism to simulate the actual value of the overall
performance of a clinic, so that the application of supervised learning methods such
as FNN to UCR is possible.

Table 1. Differences between the MMBNLP–FNN approach and some existing methods.

Method Type of
Mechanism Model Explainability of

Patient Choices

Tung and Chang [16] Linear LR Partial
Ekstrand et al. [13] Linear CF Partial

Chen [6] Linear FWA-INLP Partial
Chen [11] Linear FWA-NLP Partial

Chen and Chiu [31] Linear WA-NLP-RSM Partial
Kutlu Gündoğdu et al. [25] Linear Fuzzy EDAS Partial

Chen and Chiu [12] Linear WA-INLP (Group) Partial
The MMBNLP–FNN approach Nonlinear MMBNLP-FNN All

3. The MMBNLP–FNN Approach
3.1. Procedure

There are two stages of implementing the MMBNLP–FNN approach (see Figure 1).
The first stage is model building that comprises the following steps:

Step 1. Perform an initial assessment of the overall performance of a clinic using the
MMBNLP method.
Step 2. Adjust the assessment result to simulate the actual value.
Step 3. Construct an FNN to assess the overall performance of a clinic.

The second stage is the application that is composed of the following steps:

Step 4. (Patient) Access the UCR system using a dedicated app.
Step 5. (Central control unit) Record the location, required department, and preference of
the patient into the system database.
Step 6. (Central control unit) Apply the trained FNN to make a recommendation that is
recorded into the system database and transmitted to the patient.
Step 7. (Patient) Select a clinic and feedback his/her choice that is recorded into the system
database.
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Figure 1. Implementation procedure of the MMBNLP–FNN approach.

3.2. The MMBNLP Method

The first step of the MMBNLP–FNN approach is to perform an initial assessment of
the overall performance of a clinic using the following WA mechanism:

ξij =

Q
∑

q=1
wqζijq

Q
∑

q=1
wq

(1)

where ξij is the overall performance of the j-th clinic considered by patient i; i = 1~n (the
number of patients); j = 1~mi (the number of clinics). Therefore, the number of clinics
considered by patients may vary. ζijq is the q-th attribute-level performance of the clinic;
q = 1~Q (the number of attributes). wq is the weight assigned to attribute q; wq ∈ [0, 1].

Under the assumption that
Q
∑

q=1
wq = 1,

ξij =
Q

∑
q=1

wqζijq (2)

The clinic that has the highest value of ξij will be recommended to patient i. However,
the value of wq is unknown to the system administrator and must be estimated.

Let the clinic recommended to patient i and the clinic chosen by him/her be denoted
by αi and βi, respectively. Ii is a state (binary) variable to represent whether the patient
follows the recommendation:

Ii =

{
1 i f αi = βi
0 otherwise

(3)
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The successful recommendation rate s can be evaluated as:

s =
1
n

n

∑
i=1

Ii (4)

The clinic chosen by patient i (i.e., clinic βi) may not be superior to another clinic. A
state (binary) variable Xiβi j is used to represent this. If Xiβi j = 1, clinic βi is better than
clinic j; otherwise, the ordering of the two clinics is unknown, which can be represented as:

Q

∑
q=1

wqζiβiq ≥ Xiβi j

Q

∑
q=1

wqζijq; j 6= βi (5)

Patient i considers mi clinics. Therefore, if clinic βi outperforms mi − 1 clinics, it is the
top performing clinic that will be recommended to the patient. In other words, βi = αi if:

∑
j 6=βi

Xiβi j = mi − 1 (6)

or
∑

j 6=βi

Xiβi j

mi − 1
− 1 = 0 (7)

Equations (3) and (7) can be combined into:

Ii(

∑
j 6=βi

Xiβi j

mi − 1
− 1) ≥ 0 (8)

If ∑
j 6=βi

Xiβi j < mi − 1, Ii has to be 0; otherwise, Ii will be 1 to maximize s.

To derive the optimal values of weights that maximize the successful recommendation
rate, Chen and Chiu [31] solved the following MBNLP problem.

(MBNLP Problem)

Max s =
1
n

n

∑
i=1

Ii (9)

s.t.
Q

∑
q=1

wqζiβiq ≥ Xiβi j

Q

∑
q=1

wqζijq ; j 6= βi; i = 1 ∼ n (10)

Ii(

∑
j 6=βi

Xiβi j

mi − 1
− 1) ≥ 0; i = 1 ∼ n (11)

Q

∑
q=1

wq = 1 (12)

Ii ∈ {0, 1} ; i = 1 ∼ n (13)

Xiβi j ∈ {0, 1} ; j 6= βi; i = 1 ∼ n (14)

wq ∈ [0, 1] ; q = 1 ∼ Q (15)

However, Chen and Chiu’s method is unable to solve the following problems:

(1) In Constraint (10), the performance of clinic βi is likely to be exactly the same as that
of a clinic it is superior to;

(2) There are many nonlinear constraints, which prolongs the solution time and reduces
the possibility of reaching the global optimal solution.
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To solve these problems, the following treatments are taken in the proposed method-
ology:

(1) A threshold is added to Constraint (12) to break possible ties:

Q

∑
q=1

wqζiβiq ≥ Xiβi j(
Q

∑
q=1

wqζijq + ∆) ; j 6= βi; i = 1 ∼ n (16)

(2) Constraint (5) is replaced by the following linear constraint:

Ii ≤
∑

j 6=βi

Xiβi j

mi − 1
; i = 1 ∼ n (17)

If clinic βi outperforms the other clinics, ∑
j 6=βi

Xiβi j = mi − 1 and Ii is 1; otherwise, Ii

has to be 0.
As a result, the modified MBNLP (MMBNLP) model is proposed.
(MMBNLP Model)

Max s =
1
n

n

∑
i=1

Ii (18)

s.t.

Ii ≤
∑

j 6=βi

Xiβi j

mi − 1
; i = 1 ∼ n (19)

Q

∑
q=1

wqζiβiq ≥ Xiβi j(
Q

∑
q=1

wqζijq + ∆) ; j 6= βi; i = 1 ∼ n (20)

Q

∑
q=1

wq = 1 (21)

Ii ∈ {0, 1} ; i = 1 ∼ n (22)

Xiβi j ∈ {0, 1} ; j 6= βi; i = 1 ∼ n (23)

wq ∈ [0, 1] ; q = 1 ∼ Q (24)

A numerical example is given in Table 2 to illustrate the application of the MMBNLP
model.

Example 1. The example mentioned in Chen and Chiu [12] is modified to illustrate the proposed
methodology. In this example, five patients, indicated with A~E, access the UCR system for
recommending suitable clinics. For each patient, only the three clinics that are closest to the patient
are considered. Therefore, mi = 3 ∀i. The attribute-level performances of the clinics are summarized
in Table 2. The choices of the patients are shown in Table 3. To derive the values of weights in the WA
mechanism that can explain patients’ choices, the MMBNLP model is coded and optimized using
Lingo. ∆ = 0.1. The optimal solution is

{
w∗q
}
= {0.1125, 0.4500, 0.4375}, giving s∗ = 80%.

The recommendation results are summarized in Table 4.

Table 2. Illustrative example.

i {ζi1q} {ζi2q} {ζi3q}

A (4, 2, 3) (2, 3, 3) (3, 2, 4)
B (5, 3, 4) (3, 5, 4) (4, 4, 3)
C (5, 5, 1) (5, 4, 2) (2, 5, 2)
D (4, 3, 3) (3, 3, 4) (1, 5, 1)
E (5, 2, 4) (4, 3, 4) (2, 5, 3)
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Table 3. Choices of patients.

i βi

A 3
B 2
C 3
D 1
E 3

Table 4. Recommendation results.

i αi

A 3
B 2
C 3
D 2
E 3

3.3. Simulating the Overall Performance of a Clinic

From the results of the illustrative example, a simple, linear WA mechanism, even
after optimization, is not able to explain the choices of all patients. To tackle this difficulty,
a nonlinear decision-making (or recommendation) mechanism is required. To this end, an
FNN is constructed in this study because a well-trained FNN can fit any complicated non-
linear relationship [34,35]. However, FNN is a supervised learning method that requires
actual values, which is a challenging task since the overall performance of a clinic is a sub-
jective concept and may differ from patient to patient. To address this issue, the proposed
methodology adjusts the assessment result to simulate the actual overall performance of a
clinic according to the following steps, so that the choices of all patients can be explained:

Step 1. Set i = 1.
Step 2. If ξβi ≤ ξαi , adjust ξβi to ξαi + Θ and return to Step 1; otherwise, go to Step 3. Θ is
the required amendment.
Step 3. Set i = i + 1. If i > n, stop; otherwise, return to Step 2.

The evaluation results in the previous example were adjusted to simulate the overall
performances of clinics to explain the choices of all patients. The value of Θ was set to
0.2. The simulation results are summarized in Table 5. The choices of all patients can be
explained since ξβi ≥ ξ j + ∆ ∀ j 6= βi. s = 100%.

Table 5. Simulated overall performances of clinics.

i ξβi

A 2.9875
B 4.3375
C 3.5857
D 3.6375
E 3.7875

3.4. FNN for Evaluating the Overall Performance of a Clinic

The overall performance of a clinic is evaluated based on the attribute-level perfor-
mances of the clinic. To this end, an FNN is constructed. The architecture of the FNN is
illustrated in Figure 2. There are three layers in the FNN: the input layer, one hidden layer,
and the output layer. There are Q inputs to the FNN for each clinic. The number of nodes
in the hidden layer is R. The FNN has one output that is the evaluated overall performance
of clinic j.
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Inputs to the FNN are the attribute-level performances of a clinic that are normal-
ized using the partial normalization approach [36], so that the historical minimum and
maximum, indicated with min

λ
ζλq and max

λ
ζλq, respectively, can be exceeded in the future:

xjq = N(ζ jq); q = 1 ∼ Q (25)

N(ζ jq) =
ζ jq −min

λ
ζλq

max
λ

ζλq −min
λ

ζλq
· 0.8 + 0.1 (26)

N() is the partial normalization function. xjq is the normalized value of ζ jq. Inputs are
multiplied by weights, summated, and transferred to the hidden layer.

Ih
jr = ∑

q
wh

qrxjq; r = 1 ∼ R (27)

where wh
qr is the connection weight between the input node q and the hidden-layer node r.

Ih
jr is the input to the hidden-layer node r for clinic j, which is compared with the threshold

on the node (θh
r ):

nh
jr = Ih

jr − θh
r (28)

and then is transformed and outputted as

hjr =
1

1 + e−nh
jr

(29)

hjr is the output from hidden-layer node r for clinic j, which is multiplied by the
connection weight, summated, and transferred to the output layer:

Io
j = ∑

r
wo

r hjr (30)

Io
j is the input to the output node, which is compared with the threshold on the output

node (θo):
no

j = Io
j − θo (31)

Finally, the output from the FNN oj is generated as:

oj =
1

1 + e−no
j

(32)
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which is un-normalized as
U(oj) = 4oij+1 (33)

U(oj) will be compared with the simulated overall performance of the clinic. The
FNN is trained as follows:

(1) Training algorithm: the Levenberg–Marquardt (LM) algorithm [37,38];
(2) Learning rate (η): 0.1;
(3) Number of epochs: 1000;
(4) Convergence criterion: mean squared error (MSE) < 10−4.

The FNN was applied to the previous example to evaluate the overall performance of
a clinic. The evaluation results are shown in Figure 3. The FNN output was quite close to
the simulated overall performance of the clinic. In this way, the overall performance of a
clinic can be evaluated based on its attribute-level performances using the trained FNN.
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Figure 3. Fitting results using the FNN.

4. Regional Experiment

To evaluate the effectiveness of the proposed methodology, a regional study was
conducted in a small area of Taichung City, Taiwan (see Figure 4). The experimental region
was about 25 km2. There were more than 20 clinics in the experimental region, which are
marked by red pushpins in the figure, providing medical services of various departments.
Each clinic had four attributes: estimated waiting time, estimated travel time, preference for
the clinic, and preference for the current doctor. To facilitate the subsequent aggregation, all
attribute-level performances were normalized into [1,5] according to the formulae in Table
6. The formulae used in this study were different from those used in Chen and Chiu [31].
Chen and Chiu [31] considered the minimum and maximum of data when evaluating clinic
performances based on the estimated waiting time and travel time; however, they did not
consider the minimum and maximum of another criterion, resulting in inconsistency and
biased aggregation.
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Table 6. Criteria for assessing the attribute-level performances of a clinic.

Criteria Formulae for Assessing Attribute-Level Performances

Estimated waiting time
ζij1 =

⌈
4 ·

xij1−min
k,l

xkl1

max
k,l

xkl1−min
k,l

xkl1
+ 1
⌉

where xij1 is the expected waiting time (in min) of patient i
after arriving at clinic j

Estimated travel time
ζij2 =

⌈
4 ·

xij2−min
k,l

xkl2

max
k,l

xkl2−min
k,l

xkl2
+ 1
⌉

where xij2 is the shortest path length to clinic j (in min) for
patient i

Preference for the clinic

ζij3 =

⌈
4 ·

xij3−min
k,l

xkl3

max
k,l

xkl3−min
k,l

xkl3
+ 1
⌉

where xij3 is the preference of patient i for clinic j:
Very low: xij3 = 1
Low: xij3 = 2
Moderate: xij3 = 3
High: xij3 = 4
Very high: xij3 = 5

Preference for the current doctor

ζij4 =

⌈
4 ·

xij4−min
k,l

xkl4

max
k,l

xkl4−min
k,l

xkl4
+ 1
⌉

where xij4 is the preference of patient i for the current doctor
of clinic: j:
Very low: xij4 = 1
Low: xij4 = 2
Moderate: xij4 = 3
High: xij4 = 4
Very high: xij4 = 5

According to the locations of patients, Google Maps was applied to search for nearby
clinics. Table 7 summarizes the attribute-level performances of nearby clinics for the first
10 patients. Table 8 lists the clinics selected by the patients.
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Table 7. Performances of nearby clinics for the first 10 patients.

i ζi1 ζi2 ζi3

1 (2, 3, 2, 3) (4, 4, 2, 5) (1, 4, 3, 1)
2 (2, 2, 3, 4) (4, 5, 1, 2) (2, 4, 2, 1)
3 (5, 2, 2, 4) (4, 4, 2, 4) -
4 (2, 4, 4, 4) (3, 1, 3, 5) -
5 (3, 5, 3, 2) (3, 2, 1, 4) (2, 2, 2, 2)
6 (3, 3, 4, 4) (2, 2, 2, 3) (4, 3, 2, 4)
7 (2, 5, 5, 2) (5, 4, 4, 3) -
8 (3, 3, 4, 4) (4, 5, 4, 1) -
9 (4, 5, 2, 2) (2, 4, 4, 3) (3, 2, 4, 4)
10 (1, 5, 2, 2) (5, 2, 1, 2) (4, 4, 2, 1)

Table 8. Clinics selected by patients.

i βi

1 2
2 2
3 1
4 1
5 1
6 1
7 2
8 1
9 1

10 2

Based on their choices, the MMBNLP problem was formulated and solved, which
resulted in the following WA mechanism:

ξij = 0.195ζij1+0.102ζij2+0.220ζij3+0.483ζij4 (34)

If this WA mechanism was applied to recommend suitable clinics to these patients,
the results are shown in Table 9. The successful recommendation rate (s) was only 50%.
Obviously, a linear decision-making/recommendation mechanism such as WA was not
sufficient to explain the decisions of all patients. To solve this problem, an FNN was
constructed as a nonlinear decision-making/recommendation mechanism. First, the overall
performances of clinics evaluated using WA were adjusted to simulate the actual values
that could explain the choices of all patients. The results are summarized in Table 10.

Table 9. Clinics recommended to patients.

i αi

1 2
2 1
3 2
4 2
5 2
6 1
7 2
8 1
9 3

10 2
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Table 10. Simulated overall performances.

i ξi1 ξi2 ξi3

1 2.585 4.043 1.746
2 3.186 3.386 1.721
3 3.760 3.560 -
4 3.960 3.762 -
5 3.141 2.941 2.000
6 3.703 2.483 3.458
7 2.966 3.712 -
8 3.703 2.653 -
9 3.801 3.127 3.601
10 2.111 2.365 2.111

Subsequently, an FNN was constructed to fit the relationship between the attribute-
level performances of a clinic and its simulated overall performance. The fitting results
are shown in Figure 5. Obviously, the FNN provided a very good fit: there were only four
clinics with small deviations between the outputs and the simulated overall performances.
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If the FNN was applied to recommend suitable clinics to patients, the successful
recommendation rate (s) would be 90%.

Subsequently, both the fitted WM mechanism and the trained FNN were applied to
patients 11~20 whose data were not learned. Table 11 summarizes the attribute-level perfor-
mances of the clinics considered by these patients. Table 12 lists the clinics recommended
to these patients using the WM mechanism and their subsequent choices. The successful
recommendation rate was 70%. To apply the trained FNN, the attribute-level performances
of each clinic were fed into the FNN to derive its overall performance. After comparing
the overall performances of all clinics, the top performing clinic was recommended to
the patient. The recommendation results are summarized in Table 13. The successful
recommendation rate was elevated to 90%.
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Table 11. Attribute-level performances of clinics considered by patients 11–20.

i ζi1 ζi2 ζi3

11 (1, 4, 4, 2) (3, 2, 4, 4) (1, 3, 3, 5)
12 (1, 2, 4, 4) (3, 3, 2, 4) (3, 5, 5, 2)
13 (2, 4, 2, 2) (3, 2, 2, 4) (1, 5, 4, 4)
14 (5, 3, 3, 5) (2, 5, 3, 5) (4, 1, 3, 1)
15 (3, 4, 4, 1) (3, 3, 1, 3) (3, 2, 2, 5)
16 (3, 4, 3, 4) (5, 2, 4, 3) (4, 3, 1, 2)
17 (2, 2, 2, 3) (3, 3, 1, 4) (3, 2, 4, 4)
18 (3, 4, 3, 4) (4, 4, 1, 2) (1, 1, 3, 1)
19 (1, 1, 4, 4) (2, 2, 5, 2) -
20 (5, 3, 2, 5) (3, 3, 1, 1) -

Table 12. Recommended clinics to patients 11–20 using the WM mechanism.

i αi βi

11 2 2
12 2 3
13 3 3
14 1 1
15 3 3
16 1 2
17 3 3
18 1 1
19 1 2
20 1 1

Table 13. Recommendation results using the trained FNN.

i αi

11 2
12 3
13 3
14 1
15 3
16 2
17 3
18 1
19 1
20 1

According to the experimental result, the following discussion was developed:

(1) After optimization, the successful recommendation rate using the WM mechanism
was only fair—70%, which showed that the decision-making mechanisms of patients
might not be fully described by a simple linear mechanism such as WM.

(2) Compared with the WM mechanism, the trained FNN achieved a better performance
in elevating the successful recommendation rate,

(3) To further elaborate on the effectiveness of the MMBNLP–FNN approach, three exist-
ing methods, including WA, OWA, and Chen and Chiu’s method, were also applied to
the collected data for comparison. In WA, the values of weights were the same as those
derived using Equation (34) for fair comparison. In OWA, the moderately optimistic
decision strategy was adopted, in which weights of 0.6598, 0.1525, 0.1051, and 0.0827
were assigned to the first, second, third, and fourth performing attributes, respectively.
In Chen and Chiu’s method, the MBNLP problem was solved to determine the values
of weights. Figure 6 shows the comparison results of the performances using vari-
ous methods. Obviously, the MMBNLP–FNN approach outperformed the existing
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methods by achieving the highest successful recommendation rate. In addition, the
proposed methodology elevated the successful recommendation rates for both the
training and test data. The advantage of the proposed methodology over WA was the
most significant (i.e., up to 30%).
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5. Conclusions

UCR is a unique location-based service that has benefitted from advances in mobile
communication and computer technologies. The major problem facing existing UCR
systems is the ineffectiveness of linear mechanisms, such as WA, OWA, FWA, LR, or CF, in
aggregating the attribute-level performances of a clinic to evaluate the overall performance.
However, such a linear mechanism is too simple to explain the choices of all patients.
To address this issue, the MMBNLP–FNN approach was proposed in this study. The
MMBNLP–FNN approach first modifies the existing MBNLP model to further optimize the
values of weights in the WA rule. Then, the overall performances of clinics are simulated
to explain the choices of all patients. Finally, an FNN is constructed to fit the relationship
between the attribute-level performances of a clinic and its overall performance.

A numerical example was given herein to illustrate the applicability of the MMBNLP–
FNN approach. Moreover, a regional study was conducted to elaborate the effectiveness of
the proposed methodology. The results of the regional study indicate the following:

(1) The existing linear mechanism could be improved by optimizing the values of weights.
To this end, the proposed MMBNLP model was effective;

(2) The trained FNN further elevated the successful recommendation rate using the UCR
system, which showed that nonlinear rules could better describe the decision-making
mechanisms of patients;

(3) The advantage of the proposed methodology over WA was the most obvious, in
which the successful recommendation rate was elevated by 30%. The superiority over
Chen and Chiu’s MBNLP model was also significant.

The FNN architecture created in this study is simple. In the future, more sophisti-
cated architectures of FNN could be designed, such as an FNN ensemble [39] or a deep
FNN [40,41], to further enhance the interpretability of the UCR system. In addition, the
uncertainty inherent in the decision-making process of a patient could be considered by
replacing the FNN by a fuzzy ANN [42–45], which provides another direction for future
investigation.
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